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TRANSLATOR'S NOTE

The translator wishes to express his gratitude for their time and advice
on many matters to Professor L. J. Savage, Professor Bruno de Finetti,
and Miss Caroline Clauser. The translation has benefited greatly from
their suggestions. He particularly wishes to express his gratitude to
de Finetti for suggesting the following changes.

Words: 'The word “equivalent” of the original has been translated through-
out as “exchangeable”. The original term (used also by Khinchin) and even the
term “symmetric” (used by Savage and Hewitt) appear to admit ambiguity.
The word “exchangeable”, proposed by Fréchet, seems expressive and unambigu-
ous and has been adopted and recommended by most authors, including
de Finetti.

The word “subjectiv” was used ambiguously in the original paper, both in the
sense of “subjective” or “personal”, as in “subjective probability”, and in the
sense of “subjectivistic™, as in “‘the subjectivistic theory of probability”, where
“subjectiv”’ does not mean subjective (personal, private) at all. The distinction
between the two concepts is made throughout the translation; the word “sub-
Jectivist” is reserved to mean “‘one who holds a subjectivistic theory”.

“Cohérence’ has been translated *‘coherent” following the usage of Shimony,
Kemeny, and others, “*Consistency” is used by some English and American
authors, and is perfectly acceptable to de Finetti, but it is ambiguous (from
the logician’s point of view) because, applied to beliefs, it has another very
precise and explicit meaning in formal logic. As the words are used in this
translation, to say that a body of beliefs is “consistent” is to say (as in logic)
that it contains no two beliefs that are contradictory. To say that in addition
the body of beliefs is “coherent” is to say that the degrees of belief satisfy
certain further conditions.

“Nombre aléatoire” has been translated as “random quantity”. Although
the phrase “‘random variable” is far more familiar to English-speaking mathe-
maticians and philosophers, there are excellent reasons, as de Finetti points
out, for making this substitution. I shall quote two of these reasons from
de Finetti's correspondence. The first reason is that emphasized repeatedly in
connection with the word “event”. “While frequentists speak of an event as
something admitting repeated ‘trials’, for those who take a subjectivistic {or
logical) view of probability, any trial is a different ‘event’. Likewise, for frequen-
tists, a random variable X is something assuming different values in repeated
‘trials’, and only with this interpretation is the word ‘variable’ proper. For
me any single trial gives a random quantity; there is nothing variable: the value
is univocally indicated; it is only unknown; there is only uncertainty (for me, for
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somebody) about the unique value it will exhibit.” The second objection de
Finetti raises to the phrase “‘random variable” is one that is quite independent
of any particular point of view with respect to probabitity. “Even with the
statistical conception of probability, it is unjustifiably asymmetric to speak of
random points, random functions, random vectors, etc., and of random variables
when the ‘variable’ is a number or quantity; it wouid be consistent to say
‘randomi variable’ always, specifying, if necessary, ‘random variable numbers’,
‘random variable points’, ‘random  variable vectors’, ‘random variable
functions’, etc., as particuiar kinds of random variables.”

“Lof" is used in the text both in the sense of “theoreny” (as in “‘the law of large
numbers™) and in the sense of sqistribution™ (as in “normal law”). This is
conventional French usage, and to some extent English and American usage
has followed the French in this respect. But de Finetti himself now avoids the
ambiguity by reserving the word “law” for the first sense (theoremhood) only,
and by introducing the term “distribution” in a general sense to serve the
function of the word “law” in its second sense. “Distribution” in this general
sense may refer to specific distribution functions (as in “normal distribution™),
the additive function of events P(E), or distributions that are not indicated by
particular functions at afl. 1 have atternpted, with de Finetti’s advice and
suggestions, to introduce this distinction in translation.

Notation: The original notation has been followed closely, with the single
exception of that for the “conditional event”, E given A, which is written in the

. E
(currently) wsual way, E{A. In the original this is written N 1 have also

substituted the conventional *v” for the original -+ in forming the expression
denoting the alternation of two events.

Footnotes: Professor de Finetti has very kindly provided us with new notes
that give some indication of the changes that have occurted in his thinking
since he wrote this paper, or which clarify points which have, since the original
writing, appeared to need clarification. These new notes are indicated by italic
letters; the numbered footnotes appeared in the original work.
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FOREWORD

In the lectures which I had the honor to give at the Institut Henri Poincaré
the second, third, eighth, ninth, and tenth of May 1933, the text of which is
reproduced in the pages that follow, I attempted to give a general view of
two subjects which particularly interest me, and to clarify the delicate
relationship that unites them. There is the question, on the one hand, of the
definition of probability (which I consider a purely subjective entity) and of
the meaning of its laws, and, on the other hand, of the concepts and of the
theory of “exchangeable” events and random quantities; the link between

the two subjects lies in the fact that the Jatter theory provides the solution

of the problem of inductive reasoning for the most typical case, according
to the subjectivistic conception of probability (and thus clarifies, in general,
the way in which the problem of induction is posed). Besides, even if this
were not $o, that is to say, even if the subijective point of view which we
have adopted were not accepted, this theory would have no less validity and
would still be an interesting chapter in the theory of probability.

The exposition is divided into six chapters, of which the first two deal
with the first question, the following two with the second, and of which the
last two examine the conclusions that can be drawn. The majority of the
questions treated here have been dealt with, sometimes in detail, sometimes
briefly, but always in a fragmentary way,! in my earlier works, Among
these, those which treat questions studied or touched upon in these lectures
are indicated in the biblography.?

For more complete details concerning the material in each of these
chapters, I refer the reader to the foilowing publications.

Chapter 1. The logic of the probable: [26], {34].
II. The evaluation of probability: {49], [63], [70].
I, Exchangeable events: [29], [40].
1V. Exchangeable random guantities: {46], [47], [48].
V. Reflections on the notion of exchangeability: [51], [62].
Vi, Observation and prediction: {32}, [36], [62].

(1) A more complete statement of my point of view, in the form of a purely critical
and philosophical essay, without formulas, is to be found in [32].

{2) See page 156; the numbers in boldface type refer always to this list (roman numerals
for the works of other authors; arabic numerals for my own, arranged by general
chrenological order).
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Each of these chapters constitutes one of the five lectures,® with the
exception of Chapters IV and V, which correspond to the fourth, in which
the text has been amplified in order to clarify the notion used there of
integration in function space. The text of the other lectures has not under-
gone any essential modifications beyond a few improvements, for example,
at the beginning of Chapter III, where, for greater clarity, the text has been
completely revised. For these revisions, I have profited from the valuable
advice of MM. Fréchet and Darmois, who consented to help with the
lectures, and of M. Castelnuovo, who read the manuscript and its successive
modifications several times; the editing of the text has been reviewed by my
colleague M. V. Carmona and by M. Al Proca, who suggested to me a
number of stylistic changes. For their kind help I wish to express here my
sincere appreciation. Finally, I cannot end these remarks without again
thanking the director and the members of the governing committee of the
Institut Henri Poincaré for the great honor they have done me by inviting
me to give these lectures in Paris.

Trieste, December 19, 1936

(3) Their titles are those of the six chapters, with the exception of Chapter V.
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INTRODUCTION

Henri Poincaré, the immortal scientist whose name this institute honors,

and who brought to life with his ingenious ideas so many branches of
mathematics, is without doubt also the thinker who attributed the greatest
domain of application to the theory of probability and gave it a completely
essential role in scientific philosophy. “Predictions,” he said, “can only be
probable. However solidly founded a prediction may appear to us, we are
never absolutely sure that experience will not refute it.” The calculus of
probability rests on “an_ohscure instinct, wiigh we CARHoL do without:

\Mwuld be impossible, without it we could neither discover
a law nor apply it.” “Qn this account all the sciences would be but
unconscigus applicati culus of probability; to condemn this

calculus would be to condemn science entirely.”

Thus questions of principle. relating to the significance and value of
probability cease to be isolated in a particular branch of mathematics and
take on the importance of fundamental epistemological problems.

Such questions evidently admit as many different answers as there are
different philosophical attitudes; to give one answer does not mean to say
something that can convince and satisfy everybody, but familiarity with
one particular point of view can nevertheless be interesting and useful even
to those who are not able to share it. The point of view I have the honor of
presenting here may be considered the extreme of subjectivistic solutions;
the link uniting the diverse researches that I propose to summarize is in
fact the principal common goal which is pursued in all of them, beyond
other, more immediate and concrete objectives; this goal is that of bringing
into the framework of the subjectivistic conception and of explaining even
the problems that seem to refute it and are currently invoked against it.
The aim of the first lecture will be to show how the logical laws of the theory
of probability can be rigorously established within the subjectivistic point
of view; in the others it will be seen how, while refusing to admit the
existence of an objective meaning and value for probabilities, one can get
3 clear idea of the reasons, themselves subjective, for which in a host of
problems the subjective judgments of diverse normal individuals not only
do not differ essentially from each other, but even coincide exactly. The

(1) [XXVII}, p. 183, 186.
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simplest cases will be the subject of the second lecture; the following
lectures will be devoted to the most delicate question of this study:
that of understanding the subjectivistic explanation of the use we make
of the results of observation, of past experience, in our predictions of
the future.

This point of view is only one of the possible points of view, but I would
not be completely honest if I did not add that it is the only one that is not in
conflict with the logical demands of my mind. If I do not wish to conclude
from this that it is “true”, it is because I know very well that, as paradoxical
as it seems, nothing is more subjective and personal than this “instinct of
that which is logical” which each mathematician has, when it comes to the
matter of applying it to questions of principle.

CHAPTER |

The Logic of the Probable

Let us consider the notion of probability as it is conceived by all of us in
everyday life. Let us consider a well-defined event and suppose that we do
not know in advance whether it will occur or not; the doubt about its
occurrence to which we are subject lends itself to comparison, and, con-
sequently, to gradation. If we acknowledge only, first, that one uncertain
event can only appear to us (a) equally probable, (b) more probabie or
(¢) Tess probable than another; scCONdz thAL an TTCST AT vent always

o seems to us more probable than an impossible event and less probable than

?\

&£

oty

|

a necessary event; and finally, ty thatr whenwejudgean event B more
roable than an event E, which is itself judged more probable than an..
_ event E” the event E' can only appeas, more probable than E” (transitive
propertlg it will suffice to add to these three evidently trivial axioms a
fourth, itself of a purely qualitative nature, in order to construct rigorousty
the whole theory of probability. This fourth axiom tells us that inegualities
are preserved in logical sums: if E is incompatible with E, and with E,, then
E, v E will be more or less probable than E, v E, or they will be equally
probable, according to whether E, is more or less probable than E,, or they
are equally probable. More generally, it may be deduced from this® that

{(2) See {34}, p. 321, note 1.
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two inequalities, such as
E, is more probable than E,,

E,’ is more probable than E,,
can be added to give

E; v E," is more probable than E, v E,/,

provided that the events added are incompatible with each other (E; with
E.', B, with Ey’). It can then be shown that when we have events for wliif_h
we know a subdivision into possible cases that we Judge 10 be equall
probable, The COMIMSIATETSoen THEIT Brobabilities sun-be-sed TS5 (o fhe
purely arithmetic compariso the number of favorable
eral.possille cases (not becatse the judgment then has
an objective value, but because everything substantial and thus subjective
is already included in the judgment that the cases constituting the division Q"“G"J&
are equally probabile). This ratio can then be chosen as the appropriate
index to measure a probability, and applied in general, even in cases other
than those in which one can effectively employ the criterion that governs us
there. In these other cases one can evaluate this index by comparison: it
will be in fact a number, uniquely determined, such that to numbers greater
or less than that number will correspond events respectively more probable
or less probable than the event considered. Thus, while starting out from a
purely qualitative system of axioms, one arrives at a quantitative measure {
of probability, and then at the theorem of total probability which permits
the construction of the whole calculus of probabilities (for conditional
probabilities, however, it is necessary to introduce a fifth axiom: see note 8,
p- 109).

One can, however, also give a direct, quantitative, numerical definition
of the degree of probabiﬁW attributed by a given individual to a given event,
in such a fashion that the whole theory of probability can be deduced
immediately from a very natural condition having an obvious meaning, {t
is a question simply of making mathematically precise the trivial and
obvious idea that the degree of probability attributed by an individual to a
given event is revealed by the conditions under which he would be disposed
to 1‘35&011 that event.® The axiomatization whose general outline we have

(3) Bertrand ([1}, p. 24) beginning with this observation, gave several examples of
subjective probabilities, but only for the purpose of contrasting them with “objec-
tive probabilities”. The subjectivistic theory has been deveioped according to the
scheme of beis in the exposition (Chap. I and I1) in my first paper of 1928 on this
swbject. This was not published in its original form, but was summarized or partially
developed in [27], [34], [35], ete.
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just indicated above has the advantage of permitting a deeper and more
detailed analysis, of starting out with only qualitative notions, and of
eliminating the notion of “money”, foreign to the question of probability,
but which is required to talk of stakes; however, once it has been shown
that one can overcome the distrust that is born of the somewhat too con-
crete and perhaps artificial nature of the definition based on bets, the second
procedure is preferable, above all for its clarity.

Let us suppose that an individual is obliged to evaluate the rate p at which
he would be ready to exchange the possession of an arbitrary sum S(positive
or negative) dependent on the occurrence of a given event E, for the
possession of the sum pS; we will say by definition that this number p is the
measure of the degree of probability attributed by the individual considered
to the event E, or, more simply, that p is the probability of E (according to
the individual considered; this specification can be implicit if there is no
ambiguity).®

Let us further specify that, in the terminology that I believe is snitable to
follow, an event is always a singular fact; if one has to consider several
trials, we will never say “trials of the same event” but “irials of the same
phenorenon” and each “trial” will be one “event”. The point is obviously
not the choice of terms: it is a question of making precise that, according
to us, one has no right to speak of the “probability of an event” if one
understands by “event” that which we have called a “phenomenon”; one.
can only do this if it is a question of one specific “trial”.!

{4) This same point of view has been taken by von Kries [XIX]; see [65], [70], and, for
the contrary point of view, see [XXV].

{@) Such a formulation could better, like Ramsey’s, deal with expected wrilivies; 1 did
not know of Ramsey's work before 1937, but I was aware of the difficulty of money
bets. I preferred to get around it by considering sufficiently small stakes, rather than
to build up & complex theory to deal with it. I do not remember whether I failed to
mention this limitation to smali amounts inadvertently or for some reason, for
instance considering the difficulty overcome in the artificial situation of compulsory
choice.

Another shortcoming of the definition—or of the device for making it opera-
tionai-—is the possibility that people accepting hets against our individual have
better information than he has (or know the outcome of the event considered).
This would bring us to game-theoretic situations.

Of course, a device is always imperfect, and we must be content with an idealiza~
tion. A better device (in this regard) is that mentioned in B. de Finetti and L. L.
Savage, “Sul modo di scegliere le probabilitd iniziali,” Biblicteca del Metron,
S. C. Vol. 1, pp. 81147 (English summary pp. 148-151), and with some more
detail in B, de Finetti, “Does it make sense tospeak of ‘good probability appraisers’ 77
The Seientist Speculates: An anthology of partly-baked ideas, Gen. Ed. 1. J. Good,
Heinemann, London, 1962. This device will be fully presented by the same authors
in & paper in preparation.
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This being granted, once an individual has evaluated the probabilities of
certain events, two cases can present themselves: either it is possible to bet
with him in such a way as to be assured of gaining, or else this possibility
does not exist. In the first case one clearly should say that the evaluation of
the probabilities given by this individual contains an incoherence, an
intrinsic contradiction; in the other case we will say that the individual is
coherent.® It is precisely this condition of coherence which constitutes the
sole principle from which one can deduce the whole calculus of probability:
this calculus then appears as a set of rules to which the subjective evaluation
of probability of various events by the same individual ought to conform if
there is not to be a fundamental contradiction among them.

Let us see how to demonstrate, on this view, the theorem of total
probability: it is an important result in itself, and also will clarify the point
of view followed. Let E, E,, . . ., E, be incompatible events, of which one
(and one only) must occur (we shall say: a complete class of incompatible
events), and let py, py, . . ., p,, be their probabilities evaluated by a given
individual; if one fixes the stakes (positive or negative) 8,, 8,. ..., §,, the
gains in the # possible cases will be the difference between the stake of the
bet won and the sum of the » paid outlays. :

A
G, =8, —%:z' P

By considering the S, as unknowns, one obtains a system of linear
equations with the determinant

I—py Pz " = Pn
—py L —py - “pnﬁz_(pI+P2++P?I),
—Pt =Py 1"‘“}7”

if this determinant is not zero, one can fix the S, in such a way that the G,
have arbitrary values, in particular, all positive, contrary to the condition
of coherence; consequently coherence obliges us to impose the condition

(&) To speak of coherent or incoherent (consistent or inconsistent) individuals has been
interpreted as a criticism’ of people who do not accept a specific behavior rule.
Neediess to say, this is meant oniy as a technical distinction, At any rate, it is better
to speak of coherence {consistency) of probability evaluations rather than of in-
dividuals, not enly to avoid this charge, but becatse the notion belongs strictly to
the evaluations and only indirectly to the individuals. OF course, an individual may
make mistakes sometimes, often without meriting contempt.
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Pi+ pacc 4 p, = 1.° This necessary condition for coherence is also
sufficient, because, if it is satisfied, one has identically (whatever be the
stakes S,)

;h 7.Gy = 0

and the G, can never, in consequence, all be positive.

Thus one has the theorem of total probabilities in the following form:
in a complete class of incompatible events, the sum of the probabifities must
be equal to 1. The more general form, the probability of the logical sum of n
incompatible events is the sum of their probabilities, is only an immediate
corollary.

However, we have added that the condition is also sufficient; it is useful
to make the sense of this assertion a little clearer, for in a concrete case one
can throw into clear relief the distinction, fundamental from this point of
view, between the logic of the probable and judgments of probability. In
saying that the condition is sufficient, we mean that, a complete class of
incompatible events E4, Ey, ..., E, being given, all the assignments of
probability that attribute to py, ps, . . . , p,, any values whatever, which are
non-negative and have a sum equal to unity, are admissible assignments:
each of these evaluations corresponds to a coherent opinion, to an opinion
legitimate in itself, and every individual is free to adopt that one of these
opinions which he prefers, or, to put it more plainly, that which he feels.
The best example is that of a championship where the spectator attributes
to each team a greater or smaller probability of winning according to his
own judgment; the theory cannot reject a priori any of these judgments
unless the sum of the probabilities attributed to each team is not equal to
unity. This arbitrariness, which any one would admit in the above case,
exists also, according to the conception which we are maintaining, in all
other domains, inclading those more or less vaguely defined domains in
which the various objective conceptions are asserted to be valid.

Because of this arbitrariness, the subject of the calculus of probabilities
is no longer a single function P(E) of events E, that is to say, their proba-
bility considered as something cobjectively determined, but the set of all
functions P(E) corresponding to admissible opinions. And when a calcula-
tion of the probability P(E} of an event E is wanted, the statement of the
problem is to be made precise in this sense: calculate the value that one is
{€) OF course the proof might have been presented in an easier form by considering

simply the case of 8; = 8y == --- = §, = § (as [ did in earlier papers}. On this
occasion 1 preferred a different proof which perhaps gives deeper Insight,
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obliged to attribute to the event E if one wants to remain in the domain of
coherence, after having assigned definite probabilities to the events
constituting a certain class . Mathematically the function P is adopted
over the set &, and one asks what unique value or what set of values can be
attributed to P(E) without this extension of P making an incoherence
appear.

It is interesting to pose the following general question: what are the
.events E for which the probability is determined by the knowledge of the
probabilities attributed to the events of a given class &7 We are thus led to
infroduce the notion (which I believe novel) of “linearly independent
events” [26]. Let By, E,, . . ., E, be the events of &. Of these n events some
will occar, others will not; there being 27 subclasses of a class of » elements
(including the whole class & and the empty class), there will be at most 27
possible cases C;, Cy, ..., C, (s < 2") which we call, after Boole, ° Seon-
stifuents”. (At most”, since a certain number of combinations may be
impossible.)® Formally, the C;, are the events obtained by starting with the
logical product E;- E, ...+ E, and replacing any group of E,; by the
contrary events (negations) ~ E, (or, in brief notation, E,). The con-
stituents form a complete class of incompatible events; the E, are logical
sums of constituents, and the events which are the sums of constituents are
the only events logically dependent on the E,, that is, such that one can
always say whether they are true or false when one knows, for each event
E,, ..., B, if it is true or false.

To give the probability of an event E, means to give the sum of the
probabilities of ifs constituents

€ttt =pg

the probabiiiﬁes of Ey, ..., E, being fixed, one obtains » equations of this
type, which form, with the equation ¢, 4 ¢, =+ <+ ¢, = 1, a system of
n + 1 linear equations relating the probabilities ¢, of the constituents. It
may be seen that, E being an event logically dependent on E,, . . ., E,,, and
thus a logical sum of constituents E = G, v G, v - - v G, , its probability

P=c o+t

is uniquely determined when this equation is linearly dependent on the
preceding system of equations. Observe that this fact does not depend on
the function P, but only on the class & and the event E and can be expressed

(5) These notions are applied to the calculus of probability in Medolaghi [XXIV].
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by saying that E is linearly dependent on &, or-—-what comes to the same
thing if the E, are linearly independent—that E;, E,, ..., E, and E are
linearly related among themselves.

The notion of linear independence thus defined for events is perfectly
analogous to the well-known geometrical notion, and enjoys the same
properties; instead of this fact being demonstrated directly, it can quickly
be made obvious by introducing a geometrical representation which makes
a point correspond to each event, and the notion of geometrical “linear
independence” correspond to the notion of logical “linear independence”.
The representation is as follows: the constituents C, are represented by the
apexes A;, of a simplex in a space of s — 1 dimensions, the event which is
the sum of & constituents by the center of gravity of the k corresponding
apexes given a mass &, and finally, the certain event (the logical sum of
all the s constituents) by the center 0 of the simplex, given a mass s.

This geometric representation allows us to characterize by means of a
model the set of all possible assignments of probability. We have seen that
a probability function P(E) is completely determined when one gives the
relative values of the constituents, ¢, = P(C,), ¢, = P(C,), ..., ¢, =
P(C,), values which must be non-negative and have a sum equal to unity.
Let us now consider the linear function f which takes the values ¢, on the
apexes A;; at the point A, the center of gravity of Ah s Bppe s Ay it
obviously takes the value flA) = (1 /k)(ch + ¢, -+ ch) whﬂe the
pmbabzhty P(E) of the event E, the loglcai sum of the consutuents G,
Cupovvs G, will be ¢, + ¢, + 0+ ¢, . We have, then, in general
P(E) = k f(A) the probabﬂxty of an event E is the value of f at its rep-
resentative point A, multiplied by the mass k; one could say that it is given
as the value of f for the point A endowed with a mass k, writing P(E) =
Sk - A).% The center 0 corresponding to the certain event, one has in
particular 1 == f(s - 0) = 5+ f{0), that is, {0) = (1/s).

It is immediately seen that the possible assignments of probability
correspond to all the linear functions of the space that are non-negative on
the simplex and have the value 1/s at the origin; such a function f being
characterized by the hyperplane f == 0, assignments of probability corre-
spond biunivocally to the hyperplanes which do not cut the simplex. It may
be seen that the probability P(E) = f(k - A) is the moment of the given
mass point kA (distance X mass) relative to the hyperplane f = 0 (taking

(d) The notion of “weighted point™, or “geometrical formation of the first kind",
belongs to the geometrical approach and notations of Grassmann-Peano, to which
the Italian school of vector calculus adheres.
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as unity the moment of s0). I, in particular, the s constituents are equally
probable, the hyperplane goes to infinity,

By giving the value that it takes on a certain group of points, a linear
function fis defined for all those points linearly dependent on them, but it
remains undetermined for linearly independent points: the comparisen
with the above definition of linearly dependent events thus shows, as we
have said, that the linear dependence and independence of events means
dependence and independence of the corresponding points in the geometric
representation. The two following criteria characterizing the linear
dependence of events can now be deduced in a manner more intuitive than
the direct way. In the system of baryeentric coordinates, where x; = 1,
x; = 0 (j i) represents the point A,, the coordinates of the center of
gravity of Akl, Ah?_, . A}"K: having a mass k will be

mhl:xhzzc--=xhkm1, ‘ x'j=0(j¢hlih2!"‘?hk);

the sum of the constituents can thus be represented by a symbol of s digits,
1 or O (for example, the sum C, v C, by 10100 - - - 0). Events are linearly
independent when the matrix of the coordinates of the corresponding
points and of the center 0 is of less than maximum rank, the rows of this
matrix being the expressions described above corresponding to the events
in question and——for the last line which consists only of 1’s—the certain
event. The other condition is that the events are linearly dependent when a
coefficient can be assigned to each of them in such a way that in every
possible case the sum of the coefficients of the events that occur always has
the same value. If, in fact, the points corresponding to the given events and
the point 0 are linearly dependent, it is possible to express 0 by a linear
combination of the others, and this means that there exists a combination
of bets on these events equivalent to a bet on the certain event.

An assignment of probability can be represented not only by the hyper-
plane f == 0 but also by a point not exterior to the simplex, conjugate to the
hyperplane,® and defined as the center of gravity of s points having masses

Hd
(6) In the polarity f (;) w= g, = 0 (barycentric coordinates). It is convenient here,

having to employ metric notions, to consider the simplex to be equilateral. It can be
specified, then, that it is a question of the polarity relative to the imaginary hyper-
sphere Ziz;* = 0, and that it makes correspond to any point A whatever the hyper-
plane orthogonal to the line AO passing through the point A’ corresponding to A in
an inversion about the center O. In vectorial notation, the hyperpiane is the locus of
all points Q such that the scalar product (A — 0} (Q = 0O gives —R?, where

R = }/V/2s, I being the length of cach edge of the sitplex.
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proportional to the probabilities of the eveats (constituents) that they
represent. This representation is useful because the -simplex gives an
intuitive image of the space of probability laws, and above all because
linear relations are conserved. The co®~1 admissible assignments of prob-
ability can in fact be combined linearly: if P, P,, . . ., P,, aré probability
functions, P = ZAP, (4, > 0, L1, = 1) is also, and the point represent-
ing P is given by the same relation, i.e., it-is the center of gravity of the
representative points of Py, . . ., P, with masses 2,, . . ., A,,; the admissible
assignments of probability constitute then, as do the non-exterior points
of the simplex, a closed, convex set. This simple remark allows us to
complete our results quickly, by specifying the lack of determination of the
probability of an event which remains when the event is linearly independ-
ent of certain others after the probability of the others has been fixed. It
suffices to note that by fixing the value of the probability of certain events,
one imposes linear conditions on the function P; the functions P that are
still admissible also constitute a closed, convex set, From this one arrives
immediately at the important conclusion that when the probability of an
event E is not uniquely determined by those probabilities given, the
admissible numbers are all those numbers in a closed intervalp’ < p < p".
If E" and E” are respectively the sum of all the constituents contained in
E or compatible with E, p’ will be the smallest value admissible for the
probability of E’ and p” the greatest for E”.

When the events considered are infinite in number, our definition
introduces no new difficulty: P is a probability function for the infinite
glass of events & when it is a probability function for all finite subclasses of
&. This conciusion implies that the theorem of total probability cannot be

_extended to the case of an infinite or even denumerable number of events?;

a discussion of this subject would carry us too far afield.

We have yet to consider the definition of conditional probabilities and
the demonstration of the multiplication theorem for probabilities. Let
there be two events E' and E”; we can bet on E’ and condition this bet on
E": if B does not occur, the bet will be annulled; if E” does occur, it will
be won or lost according to whether E’ does or does not occur. Qne can
consider, then, the “conditional events” (or “tri-events”), which are the

events of a three-vaiued logic: this “tri-event”, “E’ conditioned on E'”, |
E’ | E”, is the logical entity capable of having three values: frue if E” and

E’ are true; faise if E” is true and E' false; void if E” is false. It is clear that

“two tri-events B, | E,” and E;' | E," are equal if E,” = E," and E,'E," =

E,E,"; we will say that B’ | E” is written in normal form if E" — £”, and it
(7) See (18], [24], [X], [28], IX1], [64].
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may be seen that any tri-event can be written in a single way in normal
form: E'E” | E”. We could establish for the tri-events a three-valued Jogic
perfectly analogous to_ordinary logic [64], but this is not necessary for the

goal we are pursuing, :

Let us define the probability p of E' conditioned on E” by the same
condition relative to bets, but in this case we make the convention that the
bet is to be called off if E” does not happen. The bet can then give three
different results: if S is the stake, outlay paid wiil be PS, and the gain
(I —p)S, —pS, or 0 according to whether E' | E" will be true, false, or
void, for in the first case one gains the stake and loses the outlay, in the
second one loses the outlay, and in the last the outlay is returned (if § < 0
these considerations remain unchanged; we need only to change the termi-
nology of debit and credit). Let us suppose that B’ — E”, and let P and p”
be the probabilities of E’ and E”: we will show that for coherence we nrust
have p’ = p - p". If we make three bets: one on E’ with the stake ', one on
E" with the stake S, and one on E’ | B” with the stake S, the total gain
corresponds, in the three possible cases, to

E: G1=(1 _Pf).sl__}_(l _P”)'S”*i‘(]—P)S;
E” and not E,: G2 _ _PISf '"f" (I __Pu)srr —PS;
not E”: G3 -— ___PISI o anrﬂ.

If the determinant

l—p' 1=p" 1—p
""""lp, 1 '—P” __p =pt '—PP”
MPJ‘ _pﬂ 0

is not zero, one can fix 8, §’, and §” in such a way that the (3’'s have
arbitrary values, in particular, all positive, and that implies a lack of
coherence. Therefore p’ = pp", and, in general, if E’ does not imply E,
this will still be true if we consider E'E” rather than E’: we thus have the
multiplication theorem for probabilities®

P(E'-E") = P(E") - P(E@). (1)

(8} This resuit, which, in the scheme of bets, can be deduced as we have seen from the
definition of coherence, may also be expressed in a purely qualitative form, such as
the following, which may be added as a fifth axiom to the preceding four {see p.
100-101); ¥ E‘ and E” are contained in E, E’'{ B is more or less probable than (or
is equal in probability to) E” | E, according to whether E is more or less probable
than (or equal in probability to) E”,
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The condition is not only necessary, but also sufficient, in the same
sense as in the case of the theorem of total probability. According to
whether an individual evaluates P(E’ l E") as greater than, smaller than, or
equal to P(E"), we will say that he judges the two events to bein a positive
ot negative correlation, or as independent: it follows that the notion of
independence or dependence of two events has itself only a subjective
meaning, relative to the particular function P which represents the opinion
of a given individual.

We will say that Ey, Es, . . ., E, constitute a class of independent events
if each of them is independent of any product whatever of several others of
these events (pairwise independence, naturally, does not suffice}; in this
case the probability of a logical product is the product of the probabilities,
and, the constituents themselves being logical products, the probability of
any event whatever logically dependent on Ey, . . ., E,, will be given by an
algebraic function of py, ps, .+« P

We obtain as an immediate corollary of (1), Bayes’s theorem, in the
form?

P(E") - P(E' |E")
P(E")

which can be formulated in the following particularly meaningful way:

The probability of E', relative to E”, is modified in the same sense and in

the same measure as the probability of E” relative to E".

In what precedes I have only summarized in a quick and incomplete way
some ideas and some results with the object of clarifying what ought to be
understood, from the subjectivistic point of view, by “logical laws of
probability” and the way in which they can be proved. These laws are the
conditions which characterize coherent opinions (that is, opinions admis-
sible in their own right) and which distinguish them from others that are
intrinsically contradictory. The choice of one of these admissible opinions
from among all the others is not objective at all and does not enter into the
logic of the probable; we shall concern ourselves with this problem in the
following chapters.

P(E" |E) = , 2)

(9) It is also found expressed in this form in Kolmogorov [XVIi].
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CHAPTER II.
The Evaluation of a Probability

The notion of probability which we have described is without doubt the
closest to that of “the man in the street”; better yet, it is that which he
applies every day in practical judgments. Why should science repudiate it?
What more adequate meaning could be discovered for the notion?

It could be maintained, from the very outset, that in its usual sense
probability cannot be the object of a mathematical theory. However, we
have seen that the rules of the calculus of probability, conceived as condi-
tions necessary to ensure coherence among the assignments of probability
of a given individual, can, on the contrary, be developed and demonstrated
rigorously. They constitute, in fact, only the precise expression of the rules
of the logic of the probable which are applied in an unconscious manner,
qualitatively if not numerically, by all men in all the circumstances of life.?

It can still be doubted whether this conception, which leaves each
individual free to evaluate probabilities as he sees fit, provided only that
the condition of coherence be satisfied, suffices to account for the more or
less strict agreement which is observed among the judgments of diverse
individuals, as well as between predictions and observed results. Is there,
then, among the infinity of evaluations that are perfectly admissible in
themselves, one particular evaluation which we can qualify, in a sense as
yet unknown, as objectively correct? Or, at least, can we ask if a given
evaluation is better than another?

There are two procedures that have been thought to provide an objective
meaning for probability: the scheme of equally probable cases, and the
(e} Such a statement is misleading if, as unfortunately has sometimes happened, it is

taken too seriously. It cannot be said that people compute according to arithmetic or
think according to logic, unless it is understood that mistakes in arithmetic or'in
logic are very natural for all of us. It is stifl more natural that mistakes are common
in the more complex realm of probability; nevertheless it seems correct to say that,
fundamentally, people behave according to the rules of coherence even though they
frequently violate them (just as it may be said that they accept arithmetic and fogic).
But in order to avoid frequent misunderstandings it is essential to point out that
probability theory s not an attempt to describe actual behavior; its subject is

coherent behavior, and the fact that people are only more or less coherent is
inessential,
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consideration of frequencies. Indeed it is on these two procedures that
_ the evaluation of probability generally rests in the cases where normally
the opinions of most individuals coincide. However, these same procedures
do not oblige us at all to admit the existence of an objective probability;
on the contrary, if one wants to stretch their significance to arrive atsuch a
conclusion, one encounters well-known difficulties, which disappear when
one becomes a little less demanding, that is to say, when one seeks not to
eliminate but to make more precise the subjective element in all this. In
other words, it is a question of considering the coincidence of opinions as a
psychological fact; the reasons for this fact can then retain their subjective
nature, which cannot be left aside without raising a host of questions of
which even the sense is not clear. Thus in the case of games of chance, in
which the calculus of probability originated, there is no difficulty in under-
standing or finding very natural the fact that people are generally agreed in
assigning equal probabilities to the various possible cases, through more
or less precise, but without doubt very spontaneous, considerations of
symmetry. Thus the classical definition of probability, based on the relation
of the number of favorable cases to the number of possible cases, can be
justified immediately: indeed, if there is a complete class of n incompatible
events, and if they are judged equally probable, then by virtue of the
theorem of total probability each of them will necessarily have the proba-
bility p = 1/n and the sum of m of them the probability mfn. A powerful
and convenient criterion is thus obtained : not only because it gives ns a way
of calculating the probability easily when a subdivision into cases that are
judged equalily probable is found, but also because it furnishes a general
method for evaluating by comparison any probability whatever, by basing
the quantitative evaluation on purely qualitative judgments (equality or
inequality of two probabilities). However this criterion is only applicable
on the hypothesis that the individual who evaluates the probabilities judges
the cases considered equally probable; this is again due to a subjective
judgment for which the habitual considerations of symmetry which we have
recalled can furnish psychological reasons, but which cannot be trans-
formed by them into anything objective. If, for example, one wants to
demonstrate that the evaluation in which all the probabilities are judged
equal is alone “right”, and that if an individual does not begin from it he is
“mistaken”, one ought to begin by explaining what is meant by saying that
an individual who evaluates a probability judges “right” or that he is
“mistaken”. Then one must show that the conditions of symmetry cited
imply necessarily that one must accept the hypothesis of equal probability



Foresight: Its Logicdl Laws, Its Subjective Sources 113

if one does not want to be “mistaken™. But any event whatever can only
happen or not happen, and neither in one case nor in the other can one
decide what would be the degree of doubt with which it would be “reason-
able” or “right” to expect the event before knowing whether it has occurred
or not. '

Let us now consider the other criterion, that of frequencies. Here the
problem is to explain its value from the subjectivistic point of view and to
show precisely how its content is preserved. Like the preceding criterion,
and like all possible criteria, it is incapable of leading us outside the field
of subjective judgments; it can offer us only a more extended psychological
analysis. In the case of frequencies this analysis is divided into two parts:
an elementary part comprised of the relations between evaluations of
probabilities and predictions of future frequencies, and a second, more
delicate part concerning the relation between the observation of past
frequencies and the prediction of future frequencies. For the moment we
will limit ourselves to the first question, while admitting as a known
psychological fact, whose reasons will be analyzed later, that one generally
predicts frequencies close to those that have been observed.

The relation we are looking for between the gyaluation of probabilities

andt iction-of frequencies is given by the following theorem. Let E,,
E,, ..., E,beany events whatever.! Let us assign the values py, ps, . .., Py,
to their probabilities and the values @y, wy, ..., w,, to the probabilities

that zero, or only one, or two, etc., or finally, all these events will occur

(cleatly wy, + @y + wy + * -+ 4+ w, = 1). For coherence, we must have:

s Pt =0 X0t I X+ 2 X wy o r X W,

Pooire ot fv - £ peched RE,

or simpi - .
Py p=7 3
where j indicates the arithmetic mean of the p,, and f the mathematical

(1} In order to avoid a possible misunderstanding due to the divergence of our con-
ception from some commonly accepted ones, it will be useful to recall that, in our
terminology, an “event” is always a determinate singular fact, What are sometimes
called repetitions or trials of the same event are for us distinct events. They have, in
general, some common characteristics or symmetries which make it natural to
attribute to them equal probabilities, but we do not admit any a priori reason which
prevents us in principle from attributing to each of these trials E,, ..., E, some
different and absolutely arbitrary probabilities py, . . ., pa. In principle there is no
difference for us between this case and the case of n events which are not analogous
to each other; the analogy which suggests the name “irials of the same event” (we
would say “of the same phenomenon™) is not at all essential, but, at the most, valuable
because of the influence it can exert on our psychological judgment in the sense of
making us attribute equal or very nearly equal probabilities to the different events.

Afgef-dc. r
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expectation of the frequency (that is to say of the random quantity which
takes the values O/n, 1/, 2/n, . .., nfn according to whether 0, 1,2,...,n
of the E, occur); we note that in this respect the notion of mathematical
expectation has itself a subjective meaning, since it is defined only inrelation
to the given judgment which assigns to the n + 1 possible cases the
probabilities ;.

This refation can be further simplified in some particular cases: if the
frequency is known, the second member.simply represents | that value of tl
frequency; if one judges that the »n events are equally probable the first
i member is nothing but the common value of the probability. Let us begin
with the case in which both simplifying assumptions are correct: there are
n events, m are known to have occurred or to be going to occur, but we are
- ignorant of which, and it is judged equally probable that any one of the
. events should occur. The only possible evaluation of the probability in this
case leads to the value p = mfn. If m = 1, this reduces to the case of n
equally probable, incompatible possibilities.

If, in the case where the frequency is known in advance, our judgment is
not so simple, the relation is still very useful to us for evaluating the n
probabilities, for by knowing what their arithmetic mean has to be, we have
a gross indication of their general order of magnitude, and we need only
atrange to augment certain terms and diminish others until the relation
between the various probabilities corresponds to our subjective judgment
of the inequality of their respective chances. As a typical example, consider a
secret ballot: one knows that among the n voters Ay, A,, .. ., A, one has
m favorable ballots; one can then evaluate the probabilities py, pa, . - .5 Pn
that the different voters have given a favorable vote, according to the idea
one has of their opinions; in any case this evaluation must be made in such
a way that the arithmetic mean of the p, will be m/n.

When the frequency is not known, the equation relates two terms which
both depend on a judgment of probability: the evaluation of the probabili-
ties p, is no longer bound by their average to something given objectively,
but to the evaluation of other probabilities, the probabilities w, of the
various frequencies. Still, it is an advantage not to have to evaluate exactly
all the w, in order to apply the given relation to the evaluation of the
probabilities p,; a very vague estimation of a qualitative nature suffices, in
fact, to evaluate f with enough precision. It suffices, for example, to judge
as “not very probable” that the frequency differs noticeably from a certain
value @, which is tantamount to estimating as very small the sum of all the
w, for which jkfn — a| is not small, to give approximately f=a
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Once f has been evaluated, nothing is changed of what we said earlier
concerning the case where the frequency is known: if the » events are
judged equally probable, their common probability is p = f; if that is not
the case, then certain probabilities will be augmented or diminished in
order that their arithmetic mean will be p = /.

It is thus that one readily evaluates probabilities in most practical
problems, for example, the probability that a given individual, let us say
Mr. A, will die in the course of the year. If it is desired to estimate directly
under these conditions what stakes (or insurance, as one would prefer to
say in this case) seem to be equitable, this evaluation would seem to us to
be affected with great uncertainty; the application of the criterion described
above facilitates the estimation greatly. For this one must consider other
events, for example, the deaths, during the year, of individuals of the same
age and living in the same country as Mr. A. Let us suppose that among
these individuals about 13 out of 1000 will die in a year; if, in particular, all
the probabilities are judged equal, their common value is p = 0.013, and
the probability of death for Mr. A is 0.013; if in general there are reasons
which make the chances we attribute to their deaths vary from one individ-
ual to another, this average value of 0.013 at least gives us a base from
which we can deviate in one direction or the other in taking account of the
characteristics which differentiate Mr. A from other individuals.

This procedure has three distinct and successive phases: the first consists
of the choice of a class of events including that which we want to consider;
the second is the prediction of the frequency; the third is the comparison
between the average probability of the single events and that of the event
in question. Some observations in this regard are necessary in order to
clarify the significance and value that are attributed to these considerations
by subjectivists’ point of view, and to indicate how these views differ from
current opinion. Indeed, it is only the necessity of providing some clarifi-
cation about these points before continuing that makes it indispensable to
spend some little time on such an elementary question.

The choice of a class of events is in itself arbitrary; if one chooses
“similar’’ events, it is only to make the application of the procedure easier,
that is to say, to make the prediction of the frequency and the comparison
of the various probabilities easier: but this restriction is not at all essential,
and even if one admits it, its meaning is still very vague. In the preceding
example, one could consider, not individuals of the same age and the same
country, but those of the same profession, of the same height, of the same
profession and town, etc., and in all these cases one could observe a
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noticeable enough similarity. Nothing prevents g priori the grouping of the
event which interests us with any other events whatever. One can consider,
for example, the death of Mr. A during the year as a c/aim in relation to all
the policies of the company by which he is insured, comprising fire in-
surance, transport insurance, and others; from a certain point of view, one
can still maintain that these events are “similar”.

This is why we avoid expressions like “trials of the same event”, “events
which can be repeated”, etc., and, in general, ali the frequency considera-
tions which presuppose a classification of events, conceived of as rigid and
essential, into classes or collections or series. All classifications of this sort
have only an auxiliary function and an arbitrary value,

The prediction of the frequency is based generally on the hypothesis that
its value remains nearly constant: in our example, the conviction that the
proportion of deaths is 13 per 1000 can have its origin in the observation
that in the course of some years past the mortality of individuals of the
same kind was in the neighborhood of 13/1000. The reasons which justify
this way of predicting could be analyzed further; for the moment it suffices
to assume that in effect our intuition leads us to judge thus. Let us remark
that such a prediction is generally the more difficult the narrower the class
considered.

On the other hand, the comparison of the different probabiities is more
difficuit in the same proportion the events are more numerous and less
homogeneous: the difficulty is clearly reduced to a minimum when the
events appear to us equally probable. In practice one must attempt to
reconcile as best one can these opposing demands, in order to achieve the
best application of the two parts of the procedure: it is only as a function of
these demands that the class of events considered can be chosen in a more
or less appropriate fashion.

An illustration will render these considerations still clearer. If one must
give an estimate of the thickness of a sheet of paper, he can very easily
arrive at it by estimating first the thickness of a packet of » sheets in which
it is inserted, and then by estimating the degree to which the various sheets
have the same thickness. The thickness can be evaluated the more easily
the larger the packet; the difficulty of the subsequent comparison of the
sheets is on the contrary diminished if one makes the packet thinner by
saving only those sheets judged to have about the same thickness as the
sheet that interests us.

Thus the criterion based on the notion of frequency is reduced, like that
based on equiprobable events, to a practical method for linking certain

-
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subjective evaluations of probability to other evaluations, themselves
subjective, but preferable either because more accessible to direct estima-
tion, or because a rougher estimate or even one of a purely qualitative
nature suffices for the expected conclusions. 4 priori, when one accepts the
subjectivistic point of view, such ought to be the effective meaning and the
value of any criterion at all.

In the case of predictions of frequencies, one only relates the evaluation
of the p, to that of the w, and to a comparison between the p,; the estima-
tion of the w; does not need to come up to more than a rough approxima-
tion, such as suffices to determine the p; closely enough. It must be re-
marked nevertheless that this prediction of the frequency is nothing else
than an evaluation of the w, ; it isnot a prophecy which one can call correct
if the frequency is equal or close to 7, and false in the contrary case. All
the frequencies Ofn, 1/n, 2/n, . . ., nfn are possible, and whatever the realized
frequency may be, nothing can make us right or wrong if cur actual judg-
ment is to attribute to these » 4 1 cases the probabilities w,, leading to a
certain value

ﬁzfzwl—l—flwz—é—Bwa—{-“'—i—nwﬂ

(3)
)
It is often thought that these obiections may be escaped by observing

that the impossibility of making the relations between probabilities and
f?@quencies precise is analogous to the practical impossibility that is
“encountered in all the experimental sciences of relating exactly the abstract
notions of The theory and the empirical realities.? The analogy is, in my
view, illusory: in the other sciences one has a theory which asserts and
predicts with certainty and exactitude what would happen if the theory
were completely exact; in the calculus of probability it is the theory itself
which obliges us to admit the possibility of all frequencies. In the other
sciences the uncertainty flows indeed from the imperfect connection
between the theory and the facts; in our case, on the contrary, it does not
have its origin in this link, but in the body of the theory itself {32], {65],
[IX]. No refation between probabilities and frequencies has an empirical
character, for the observed frequency, whatever it may be, is always
compatible with all the opinions concerning the respective probabilities;
these opinions, in consequence, can be neither confirmed nor refuted, once

{2) This point of view is maintained with more or less important variations in most
modern treatises, among others those of Castelnuovo [VI], Fréchet-Halbwachs [XI1],
Lévy [XX], von Mises [XXV].
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it is admitted that they contain no categorical assertion such as: such and
such an event must 0CCUr OF can ROt OCCUL.

This last consideration may seem rather strange if one reflects that the
prediction of a future frequency is generally based on the observation of
those past; one says, “we will correct” our initial opinions if “experience
refutes them.” Then isn’t this instinctive and natural procedure justified ?
Yes; but the way in which it is formulated is not exact, or more precisely, is
not meaningful. It is_ 1.’.;.,. estion of “correcting” some opinions which

evaiuatmn of the nms%ﬂ#v the, \zaiue of the proba%@%&%&@
Fach already been observed

The explanatmn of the mﬂuence exercnsed by exper;ence on our future
predictions, developed according to the ideas that I have just expounded,
constitutes the point that we have left aside in the analysis of the criterion
based on frequencies. This development will be the subject of the following
chapters, in which we will make a more detailed study of the most typical
case in this connection: the case of exchangeable events, and, in general, of
any exchangeable random quantities or elements whatever. This study is.
important for the development of the subjectivistic conception, but I hope
that the mathematical éspect will be of some interest in itself, independently
of the philosophical interpretation; in fact, exchangeable random quantities
and exchangeable events are characterized by simple and significant
conditions which can justify by themselves a deep study of the problems
that arise in connection with them.

CHAPTER TII

Exchangeable Events

Why are we obliged in the majority of problems to evaluate a probability
according to the observation of a frequency? This is a question of the
relations between the observation of past frequencies and the prediction
of future frequencies which we have left hanging, but which presents
itself anew under a somewhat modified form when we ask ourselves if
a prediction of frequency can be in a certain sense confirmed or refuted
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by experience. The question we pose ourselves now includes in reality the

nroblem of reasoning by induction. Can this essential problem, which
has never received a satlsfactory squtlon up to now, receive one if we
employ the conception of subjective probability and the theory which we
have sketched?

In order to fix our ideas better, let us imagine a concrete example, or
rather a concrete interpretation of the problem, which does not restrict
its generality at all. Let us suppose that the game of heads or tails is
played with a coin of irregular appearance. The probabilities of obtaining
“heads” on the first, the second, the Ath toss, that is to say, the proba-
bilities P(E,), P(Ey), ..., P(E,),... of the events Ey, Es ..., Ep ...
consisting of the occurrence of heads on the different tosses, can only be
evaluated by calculating @ priori the effect of the apparent irregularity of
the coin.

It will be objected, no doubt, that in order to get to this point, that is
to say, to obtain the “correct” probabilities of future trials, we can utilize
the results obtained in the previous trials: it is indeed in this sense that—
according to the current interpretation-we “‘correct” the evaluation of
P(E,,.,) after the observation of the trials which have, or have not, brought
about E, E,, ..., E,. Such an interpretation seems to us unacceptable,
not only because it presupposes the objective existence of unknown
probabilities, but also because it cannot even be formulated correctly:
indeed the probability of E, ., evaluated with the knowledge of a certain
result, A, of the n preceding trials is no longer P(E ;) but P(E ., l A).To
be exact, we will have

A=EE, - EEE B (¢+s=n,

Eat

the result A consisting of the r throws iy, iy, . . . , . giving “heads™ and the
other s throws ji, ja, - . -, J, giving tails: A is then one of the constituents
formed with E, E,, . . ., E,. But then, if it is a question of a conditional
probability, we can apply the theorem of compound probability, and the
interpretation of the results which flow from this will constitute our
~ justification of inductive reasoning.

In general, we have

P(E,, | A) = 2O )

P(A)
our explanation of inductive reasoning is nothing else, at bottom, than

the knowledge of what this formula expresses: the probability of E, ;1
evaluated when the result A of E, ..., E, is known, is not something

; (4)

R
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i of an essentially novel nature (justifying the introduction of a new term
€ like “statistical” or “a posteriori” probability). This probability is not
B independent of the “a priori probability” and does not replace it; it flows
B in fact from the same @ priori judgment by subtracting, so to speak, the
; components of doubt associated with the trials whose resuits have been
Yobtained.”
** In order to avoid erroncous interpretations of what follows, it is best
at the outset to recall once more the sense which we attribute to a certain
number of terms in this work. Let us consider, to begin with, a class of
events (as, for example, the various tosses of a coin). We will say sometimes
that they constitute the frials of a given phenomenon; this will serve to
remind us that we are almost aiways interested in applying the reasoning
that follows to the case where the events considered are events of the same
type, or which have analogous characteristics, without attaching an
intrinsic significance or a precise value to these exterior characteristics
whose definition is largely arbitrary. Our reasoning will only bring in the
events, that is to say, the trials, each taken individually; the analogy of
the events does not enter into the chain of reasoning in its own right but
only to the degree and in the sense that it can influence in some way the
judgment of an mdmdual on the probabﬁltxes in qucstlon

Tt is evident that by p¢ : ) 3
for us to demonstrate the vahd:rv of the nrmcmie of mductlon, thdt BB 1g

‘ EBS.@.&QEYEQ&M =—for example, in the preceding case: P(E 4, [ A) o

/n. That this principle can only be justified in particular cases is not due
o an insufficiency of the method foliowed, but corresponds logically and
necessarily to the essential demands of our point of view. Indeed, proba-
bility being purely subjective, nothing obliges us to choose it close to the
frequency; all that can be shown is that such an evaluation follows in a
coherent manner from our initial judgment when the latter satisfies
certain perfectly clear and natural conditions.

(f) This terminology derives from the time when a philosophical distinction was made
between probabilities evaluated by considerations of symmetry (a priori proba-
bilities), and those justified statistically (a posteriori probabilities); this dualistic
view is now rejected not only in the subjectivistic theory maintained here, but also
by most authors of other theories. With reference to current views, it is proper to
speak simply of imitial and final probabilities (the difference being relative to a
particular problem where one has to deal with evaluations at different times, before
and after some specific additional information has been obtained); the terminology
has not been modernized here because the passage makes reference to the older
views.

 say, the principle according to whish-the-probability ought to be close to
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We will limit ourselves in what follows to the simplest conditions
which define the events which we call exchangeable, and to fix our ideas
we will exhibit these conditions in the example already mentioned; our
results will nevertheless be completely general.

The problem is to evaluate the probabilities of all the possible results of
the n first trials (for any »n). These possible results are 2% in number “of

. . n
which (n) = 1 consist of the repetition of “heads” n times, (n _ 1) =n

of n — 1 oceurrences of “heads™ and one occurrence of “tails”, . . ., and

, n
in general (r) of r occurrences of “heads” and »n — » occurrences of

“tails”. If we designate by w the probability that one obtains in » tosses,
in any order whatever, r occurrences of “heads™ and »n — r occurrences

of “tails”, w™ will be the sum of the probabilities of the (f) distinct
ways in which one can obtain this result; the average of these probabﬂities
will then be i / ( ) Having grouped the 2* results in this way, we can

distinguish usefully, though arbitrarily, two kinds of variation in the
probabilities: to begin with we have an average probability which is
greater or smaller for each frequency, and then we have a more or less
uniform subdivision of the probabilities ™ among the various results
of equal frequency that only differ from one another in the order of
succession of favorable and unfavorable trials. In general, different
probabilities will be assigned, depending on the order, whether it is
supposed that one toss has an influence on the one which follows it
immediately, or whether thc exterlor c1rcumstances are supposed to vary,
etc.; nevertheiess it is p GEE ¢

¢S R Qrder ials. In thlS case every
result havsng the same frequency r/n onn tnals has the same probability,

which is ™ / (r) ; if this condition is satisfied, we will say that the events

of the class being considered, e.g., the different tosses in the example of
tossing coins, are exchangeable (in relation to our judgment of probability).
We will see better how simple this condition is and the extent to which
its significance is natural, when we have expressed it in other forms, some
of which will at first seem more general, and others more restrictive.

is almost obvious that the definitiag of e_xchangeabi ity leads to the
following result: the probablhty that n det, e trials will all have
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be equal fo @,

probability will
particular.u=tuple. Conversely, if the probabilities of the events have this

property, the events are exchangeable, for, as will be shown a little later,
it follows from this property that all the results having r favorable and s
unfavorable results out of » trials have the same probability, that is:

{n}
T = Z(= 1y o, ®)

)

Another conclusion has already been obtained: the probability that r

trials will be favorable and s unfavorable will always be ;" / (I:) (with

n = r -+ ), not only whenitisa question of the first n trials in the original
order, but also in the case of any trials whatever.

Axnother_condition, equi to the original definition, can be stated:

A

yhateve onditiopal-ondne. hypothe A

ththere have been  favorable and s unfavorable results.on other Specific
trials, does not depend on the events chosen, but simply_on r and s (or.
onrandn=r -+ 8IIf

W

P(A)mm d P(A-E) =t
X )

r+ 1(605"";”) (n?
P(E|A) = ——| =22} = pi" 6
©|n =" Thr) = o 6)
a function of n and r only; if, on the other hand, one supposes that
P(E| A) = p, a function of # and r only, it follows clearly that for every
n-tuple the probability that all the trials will be favorable is

then we will have

(1) , ., pin-i}

Wy == péo} Py P;—l . (7)

In general it may easily be seen that in the case of exchangeable events,
the whole problem of probabilities concerning E; , By, ..., E, does not
depend on the choice of the (distinct) indices iy, . . ., I, Dut only on the
probabilities wg, @3, . - ., Dy This fact justifies the name of “‘exchangeable
events” that we have introduced: when the indicated co ndition is satisfied,
any problem is perfectly well determined if it js.stated.for generic events,

(g) This may also be expressed by saying that the observed frequency r/z and n give a
sufficient statistic, or that the likelihood is only a function of r/n and n.

T
Rt

G
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This same fact makes it very natural to extend the notionof exchangsabili
to the larger domain of random quantities: shall say that ), ST, ST
X, . ..are exchangeable random quantities if they play a symmetrlcal

role in relation to_all problems.of nrnhg_hthtv o1, in.other words,_if the

probabﬂrty that X, , X, PO X,-’ satisfy a gwen condition i is aiways the

same however the distinet indices i+ -+ i are ohosen As is the case for
exchangeable events, any problem of probability is perfectly determined
when it has been stated for generic random quantities; in particular if
Xy, Xgy ooy Xy, 0. are exchangeable random quantities, the events
E, == (X, < #) (where 2z is any fixed number) or more generally E, =
(X, ED) (I being any set of numbers) are exchangeable. This property
will be very useful to us, as in the following case: the mathematical ex-
pectation of any function of »n exchangeable random quantities does not
change when we change the n-tuple chosen; in particular there will be
values #ry, Mg, . .., My, ... such that #(X,) == m,, whatever { may be;
(X X;) = my, whatever be i and j (i 5 /), and in general #(X, X, - -~
Xik) = m, whatever be the distinct i;, i,, ..., 7. This observation has
been made by Khinchin! who has used it to simplify the proofs of some
of the results that T have established for exchangeable events. I have used
this idea in the study of exchangeable random quantities, and I will avail
myself of it equally in this account.

One can, indeed, treat the study of exchangeable events as a s “Qgczal

case of the study of exchangeable ranciom quantities, by observing that the

f

events E, are exchangeable only if that is also true of their “indicators”,” }f ""&cf%'
that is to_say. the rand Y such-that X.=1 or X, =0 _ %,f.‘%;:

according.to.whether B, occurs. ornot. We mention in connection with
these “indicators” some of the simple properties which explain their
usefulness.

The indicator of E; is 1 — X;; that of BE, is X,X,; that of E, vE; is
I — (- X1 —X) = X, + X, — X, X,—it is not, as it is in the case
of incompatible events where X;X,; == 0, stimply X, + X,. The indicator of
E.E, - EEE, - E, is then

Xi}Xig e X (1 Xh)(l X (1— de)
3
ol XEEX%- - Xi,- _glx"ilx".z P Xirxf?l.

8
+ z Xilxﬁ. o Xfrxfnxfkm S ﬂ: X1X2' b X

& A=l

(1) [XV1; also see [XVIL.
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Jnathematical expectation of the indicator i is_only the probability
QLthe correspondmg gvent: thus the poss1b1hty of transformmg the
logical operations on the events into arithmetical operations. on the
indicators greatly facilitates the solution of a certain number of problems,
One infers immediately, in particular, the formula (5) stated for. @’ in the
case of exchangeable events: ifthe product of A trials always has the

probability c,, then the probability o™ / (r) of B E, -+ Ei:ﬁjlﬁjg By

is deduced from the above development of the indicator of this event and
one obtains

W 5 5
n=%—Q%m+@%m~~wﬂmw=zwwmw(ﬁ

()
Putting w, = 1, the formula remains true for r = 0.

Leaving aside for the moment the philosophical question of the prin-
ciples which have guided us here, we will now develop the study of ex-
changeable events and exchangeable random quant:t;es showing first
that the law of large numbers and eve :

dlstnbutmn of 1] n of the random quanntles eds

toward a limiting dis ion when when 1 increases indefinitely. It suffices
L

even, 1 THe QENMONSITATION, 10 SUppose:

%(Xz) =y, ﬂ(x ) = Hos V%Z(X Xf) = My

for all i and j (i 5 /), a condition which is much less restrictive than that
of exchangeability. We remark again that it suffices to consider explicitly
random quantities, the case of events being included by the consideration

of “indicators”; an average Y, is identical, in this case, with the frequency
on # trials.

The _Iaw of  large numbers?” consists of the following property: if Y,
and Y, are respec:we{y& the. averages..of. hoand Qf K N quantmes X;
71, SO mmor), the
Yl > ele > 0) Jmay be made as small as we wish
nd suﬁiczently large this follows zmmedlately from the
calculation of the mathematical expectation of (Y, — Y, )%

(Y, — Y, =

+9w~ma @®
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where  is the number of common terms, ie., the X, that occur in Y, as
well as in Y. In particular, if it is a question of “successive” averages, that

is to say, if all the terms in the first expression appear also in the other, as
for example if :

Y, = (X + X — - + X)), = Y = (YUK, + Xot+ 4+ X
(h< k)
we will have r == k, and
1 1
a0, =¥ = (2= D,y ©

When successive averages are considered, we have in addition the
following result, which constitutes the strong. ge. numbers:
18, Slven, Jr.suffices 1o choose b sufficiently. gre\at,mﬁ,ggdm,@wg@e
Mmmdmgmm&asuccesswe»,agegages Yo Y,H 99 ey Ypao all
between Y, — ¢ and Y, te dzﬁ’ers Jrom umty by a quantity_smaller.than, _g
0, q being as great as one wants. 1f one admits that the probability that all

the inequalities Y, — Yool < ¢ (=1,23..)

are true is equal to the limit of the analogous probability fori = 1,2, . . .,
¢, when g — oo, then one can say that all the averages Y, (i = 1,2,...)
fall between Y, — € and Y, + «, excepting in a case whose probability
is Jess than 8; I prefer however to avoid this sort of statement, for it
presupposes essentially the extension of the theorem of total probabilities
to the case of a denumerably infinite number of events, and this extension
.is not admissible, at least according to my point of view (see p. 108).

™ The proof of the strong law of large numbers can be obtained easily,
by considering the variation among the terms Y, , with the index (4 + )
square, and then the variation in the segments between two successive
square indices. If the Y’s with square indices do not differ among them-
selves by more than /3, and the Y’s with indices falling between two
successive square indices do not differ from each other by more than /3,
the deviations among the Y, obviously cannot exceed e. But it suffices
to apply the Bienaymé-Tchebycheff inequality to succeed in overestimating
the probability of an exception to one of these partial limitations,? and

h—k
(2) The formula A#(Y, — Y.)! = i (phy — g} gives, by the Bienaymé-Tchebycheff

1 h—
irequality, P([Y, — Y.] < ¢ < = (g — M) —— hk applymg the theorem of total

probabilities in the manner mdlcated In my note [47], it is possible to draw from this
inequality the conclusions that follow in the text,
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the cotresponding probabilities come out less than 36(pg — my)e? Y i2
tmmg

(s == the integral part of v/4); the probability of an exception to one or
the other of the partial limitations cannot therefore exceed

T2pte — me?y i
Fr=g
This value does not depend on g, and tends toward zero when 5 — oo (that
is to say, when % — «0); the strong law of large numbers is thus demon-
strated,

From the fact that the law of large numbers holds, the other result
stated follows easily: the distribution ® (&) = P(Y, < &) tends 1o a limit
as n— oo, If the probability that |Y, — Y,| > ¢ is smaller than 6, the
pﬁgﬁggﬁ?ﬁmthat Y,<&and Y, > & + ¢ will ¢ Jfortiori be smaller than
0, and one will have ®,(&) > ®(f + &) + 6, and similarly ®,(&) <
Py (& — €) — 0. As e and 6 can be chosen as small as.we,wish, it follows.
that there exists a Jimiting distribution ®(£) such that lim @, () = ®(&)
excopt perhaps for points of discontiuity s~ Ao

I, in"Particular, the random. quantities X, X, ..., X,,...are the
indicators of exchangeable trials of a given phenomenon, that is to say,
if they correspond to the exchangeable events E,, E,, ..., E,...., the
hypothesis will be satisfied; it would suffice even that the events be equally
probable [P(E,) ~_4,//¢*(xi} =, == w,] and have the same two-by-two
correlation [P(EE)) = #(X. X)) = m, = wy]. We remark that for the
indicators one has X? = X (since 0% = O and [? == I)sothat gy == m
8 ForY, frequenc A tri . we then have

lww]_‘

M) = w3, MY, = Yo = (Uh + 1k — 2rfhk)(ew, ~ wy)  (10)

; if there are sofiic COMIMOIN events
§ (r > 0), so much the better]. The same results further signify that the

(3) We remark that if the X, are exchangeable, the distribution ®,(&) is the same for all
the averages Y, of » terms; one then has a sequence of functions @, depending
solely on » and tending toward ©; with a less restrictive hypothesis than the
demonstration assumes, two averages Y, and Y,” formed from distinct terms can
have two different distributions €, and P,”, but the result will stifl hold in the sense
that all the ®,(£) concerning the average of any n terms whatever wili differ very
little from (£} (and thus from one another) if # is sufficiently large.
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successive frequencies in the same sequence of experiments oscillate almost
surely within a quaatity less than a given ¢, beginning from a rank %
sufficiently large, whatever be the number of subsequent events; and
finally that there exists a probability distribution @(g) differing only
slightly from that of a frequency Y, for very large 4.

In order to determine completely the limiting distribution ®(&), the
knowledge of my, my, u,, is evidently no longer sufficient, except in the .

limiting case where there is no two-by-two correlation and my = m%; here = |

®(£) is degenerate and reduces to the distribution where the probability
is concentrated in one point, & = m,. In this case the law of large numbers
and the strong law of large numbers reduce to.the laws.of Bernoulli.and.
Eﬁg;ﬁe’:ﬂi {11}, [V], according to which the deviation between Y, and. the.
value m;, fixed in advance, tends stochastically toward zero in a “strong”
way,. In the general case of a class of exchangeable random quantities,
® is determined by the knowledge of the complete SEQUENCe My, My, . . ., |

My, . .., for these values are the moments relative to the distribution P:
, .
m, = f EndD(E) ant
0 ,
and then
v =3 = m, (12)
G==n !

is the characteristic function of .
Indeed,

1 1
Yhﬂm ﬁ(Xl + X2 4+ 4 Xn)'n: EzXﬁXh-”X{ﬂ;
among the 2* products there are A(h ~ )~ 2)---(h— n 4+ 1) that are
formed from distinct factors; the products containing the same term

more than one time constitute a more and more negligible fraction as 4
is increased, so that

%(Yhﬂ)mh(h_ 1)..’;”(;1—n+ I)mn+ @(il;‘)“”"" (h— ).

(13)

If, in particular, the X, are the indicators of exchangeable trials of a
phenomenon Y, the frequency on 4 trials, then m, is the probability w,,
that » trials will all have a favorable result: it is the mean of the nth power
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of the relative frequency on a large number of trials. The characteristic
function of ®(&) 1s

o ".'ztﬂ
=3 —o, (14)
] n=0 R
and we have
1 [ gt it
B = - f Cm ey ar (15)
2 J—on if

for—the Y, signifying frequencies—the probability distribution can only
fall between 0 and 1, and thus ®(—1) = 0. The characteristic function of
P, (&) is y

vi(t) = 2,(), (16)
where £}, is the polynomial

A
06 = 3 (F)onts — 1% ()
E=0 VS
and £,(7) converges uniformly to w(r). This fact can be proved directly;
it is from this standpoint that I developed systematically the study of
exchangeable events in my first works [29], [40], and demonstrated the
existence of the limiting distribution €, and of g, which I call the “charac-
teristic function of the phenomenon™.4
To give the limiting distribution €, or the characteristic function 1, is,
as we have seen, equivalent to giving the sequence w,,; it follows that this
suffices to determine the probability for any problem definable in terms
of exchangeable events. All such problems lead, indeed, in the case of
exchangeable eveats, to the probabilities w(™ that on # trials, a number 7
will be favorable; we have (putting s = n — #)

o = (=) Mo, = (’f) ng(i — £ d®(8), (18)

and an analogous formula having the same significance is valid for the
general case, Indeed, let P.(E) be the probability attributed to the generic
event £ when the events E,, E,, ..., E,,...are considered independ-
ent and equally probable with probability &; the probability P(E) of
the same generic event, the E, being exchangeable events with the limiting

(#) I had then reserved the name *phenomenon” for the case of exchangeable irials;
I now believe it preferable to use this word in the sense which is commonly given to
it, and to specify, if it should be the case, that itisa question of a phenomenon whose
trials are judged exchangesble.
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distribution ®(&), is )
R(E) = | PE)d2(®): (19

This fact can be expressed by saying.that the
corresponclmg to the case of exchangeable events are,,}mear combinations

of the distributions P; corresponémg to the case of independent equi-

probable events, the Weights 1n fhe linear. ¢ombinatio being-expressedum.

This conclusion exhibits an interesting fact which brings our case into
agreement with a well known scheme, with which it even coincides from
a formal point of view. If one has a phenomenon of exchangeable trials,
and if @ is the limiting distribution of the frequencies, a scheme can easily
be imagined which gives for every problem concerning this phenomenon
the same probabilities; it suffices to consider a random quantity X whose
probability distribution is @ and events which, conforming to the hy-
pothesis X = & (£ any value between 0 and 1), are independent and have
a probability p = §; the trials of a phenomenon constructed thus are
always exchangeable events. Further on, we will analyze the meaning
of this result, after having examined its extension to exchangeable random
quantities. For the moment, we will limit ourselves to deducing the
following resuit: in order that € may represent the limiting distribution
corresponding to a class of exchangeable events, it is necessary and sufficient
that the distribution be limited to values between 0 and 1 {so that B{—¢) =
0, ®(I 4+ ¢) = 1 when e > 0]; in other words it is necessary that the e,
be the moments of a distribution taking values between 0 and 1, or again
that (—1)* A%, > 0 (, s = 1, 2,...), as results from the expression for

(1‘}

If only the probabilities of the various frequencies on n trials, w{®,
o, o™, ..., o™, are known, the condition under which there can
exist a phenomenon consisting of exchangeable trials for which the o™
have the given values, will clearly be that the corresponding w,, w,, . . ., @,
be the first n moments of a distribution on (0, 1); these w, can be calculated

as a function of the ™ by the formula
» (n — R
wnzzwimrl(n h).;

Teu nl(r — )

{5) It is clear that the particular case just mentioned—formula (18)—is obtained by
putting E == “on » (given) trials, r results are favorable”; then, indeed,

(20)

PuE) = (f) (1 — Emr, PE) = wl®

Qe



130 BRUNO DE FINETTI

finally, the condition that @y, ..., w, be the first #» moments of a dis-
tribution on (0, I) is that all the roots of the polynomial

1 & g .. g
Wy W, Wy oy,

= @1 @y @y O ifa=2k~1  (21)
Wyt Wy Wy T Wy
1 5 52 Ek
@y Wy Wy "7 gy

f@&) = | w2 Wy Wy " Wpge| ifn=2k (22
Wy Wppy Wrypg "7 Wy

fall in the interval (0, 1), including the endpoints.®

CHAPTER IV

Exchangeable Random Quantities

Thus, as we have seen, in any problem at ali concerning the exchangeable
events E,, E,, . . ., E,, the probability will be completely determined either
by the sequence of probabilities w,, or by the limiting distribution of the
frequency ®(£) [or, what amounts to the same thing, by the corresponding
characteristic function (f)]. We have thus completely characterized the
families of exchangeable events, and we have, in particular, elucidated the
essential significance of ®(£) connected with the fundamental result we
have demonstrated: the probability distributions P, corresponding to the
case of exchangeability, are linear combinations of the probability dis-
tributions P, corresponding to the case of independence and equiproba-
bility (probability == £). We have, indeed,

P(E) = [P(E) d®(® (19)

- {6) This result follows from Castelnuovo [VII] (see also [VIII}), as we have noted in [29].
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where d®(£) represents the distribution of weights in the linear combina-
tion.
We are going to extend this fundamental result to the case of exchange—
able random quantities for which, up to now, we have only demonstrated §
the preliminary theorems, which we have used to establish certain results ‘
concerning the events themselves, rather than to solve the analogous
problem, i.e. to characterize completely families of exchangeable random
quantities.

Let us now consider the case of exchangeable random quantities and let
us take an example to fix our ideas. In the study of exchangeable events, we
have taken as an example the case of a game of heads or tails; Iet us now
suppose that X, X, . .. , X, represent measurements of the same magni-
tude; it suffices that the conditions under which the measurements are made
do not present any apparent asymmetry which could justify an asymmetry
in our evaluation of the probabilities, in order that we be able to consider
them as exchangeable random quantities.

The extens;on of‘ our earher conclus;ons to th1s case wﬂl cleaﬂy be less

terized, from the probabilistic pomt of ¥ view, by a number (probabihty) as
are the events, but by a function (for example, a distribution function or a
characteristic function, etc.). Here the case of independence and equi-
probability corresponds to the hypothesis of the independence of the
random quantities X; and the existence of a general distribution function
V(#); by calling P (E) the probability attributable to a generic event E,
when the X, are considered to be independent and to have the same
distribution function V, the linear combinations will be distributions of the

type

PE) = 3 ¢ PAE)

(with the weights ¢, > 0, X ¢, == 1); in the limit

P(E) == va(E) dF(V), 23)

the integral beingextended over the function space of distribution functions,
and the distribution of weights being characterized by the functional
F(V), in 2 manner which will be made precise in what follows. Even before
knowing the exact meaning of this integration, one is led to notice imme-
diately that if P(E) is a linear combination of the P_(E) one has the case of
exchangeability: it suffices to observe that each P (E) giving the same
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probability to the events defined in a symmetrical! fashion in relation to
X .o, X, ..., the same condition will necessarily be satisfied by every
linear conbination P(E); it is a question then only of proving the inverse,
i.e. of showing that, in the case of exchangeability, P(E) is necessarily of
the form | P (E) dF(V).2

The definition of the integral

[ronazw

that we must introduce over the function space is only a completely natural
generalization of the Stieltjes-Riemann integral:® by subdividing the space
of distribution functions into a finite number of partial domains in any way

whatever, we consider the expressions X fie; and X fie; where ¢, is the

weight of a generic element of these parts, andf_z-and [ are respectively the
upper and lower bounds of the values taken by the function f in these
domains. The lower bound of X fi¢; and the upper bound of X fic,, when

the subdivision is changed in all possible ways, are respect_i:fely the
superior and inferior ‘integral of f, extended to the function space of
distribution functions in relation to the distribution of weights % ; when
they coincide, their common value is precisely the integral f (V) dF (V)
that we are going to examine more closely.

{1} Symmetric in the sense that, for example, the event E = *“the point determined by
the coordinates Xy, Xs, . . ., X, will fall in the domain D (in Euclidean space of n
dimensions) is symmetrical to the events consisting in the same eventuality for one of
the a! points (X, Xs,..., Xi) corresponding to the »! permutations of the
coordinates. In particular:

(for D> rectangular):
E = “ah <Xp,, < b); (h = 1,2,...,??)”

and “o LXKy, <by (b= L2,...,80;
{for D spherical):
E =YX —a) < p*
and “F (X, — a) < o
({for D a haif-space):

E="YaX,>a” and “YaX,>da"

(2) One can accept this result and omit the following developments which are devoted to
proving it and making it precise (toward the end of Chap. IV), without prejudice to
an overall view of the thesis maintained in these lectures.

(3) For the reasons which make us regard the Stieltjes-Riemann integral as more
appropriate to the calculus of probability, see [58] and [64].

7
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We are going to show that, in the circumstances that interest us, this
integral exists, and that in order to determine its value, it suffices to know
the weight for some very simple functional domains of distribution func-
tions, Suppose to begin with the f{V) depends only on the values

Y= V(x), ¥ = V(2,), ..., ¢ = V(z,) T

which the function V takes on a finite given set of abscissas @, @, .. ., 2,;
J{V) is thus the probability that #» random variables following the distribu-
tion V will all fall in a rectangular domain D, the first falling between =z,
and %', the second between x, and ,” -+ -, the last between z, and z,’.
This probability is*

JV) = [V(,) — V(z)l[V(zy) — V(2] - - - [V(z,) — V(z,)]
w () =y Wy — Y)W -y, (8= 2n) (24)

It is clear that in order to evaluate the integral of such a function, it is
sufficient to know the weights of the functional domains defined only by
the ordinates yy, . . . , ¥, corresponding to the abscissas #,, . . ., 2, i.e. the
weights of the domains of the space of s dimensions defined by v, . . ., ¥,;
if f is a continuous function of the y, it will suffice to know the weights of
the domains defined by the inequalities ¥, < a;(i=1, 2,..., 5). The
significance of these domains is the following: they comprise the distribu~
tion functions V whose representative curve g = V(%) remains below each
of the s points (=, a,). Let ®(x) be the stepwise curve of which the points
(=, a;) are the lower corners; the above condition can now be expressed by
V(z) < ®(2) [for all #],? and the weights of the set of distribution functions
V such that V(x) < P(x) will be designated by F(P); thus we give a
concrete meaning to & which until now has represented a distribution of
weights in a purely symbolic way. In this case the integral [ AV) dF (V) is
only the ordinary Stieltjes-Riemann integral in the space of s dimensions.
If /(V) does not depend solely on the ordinates of V(z) for a finite set of
abscissas =, ..., %, we will consider the case where it is possible to
(4) It is not necessary to be particularly concerned with the discontinuity points: indeed,
a determinate function V is centinuous almost everywhere (better: everywhere
except, at most, on a denumerable set of points), and likewise in the integration, the
weight of the set of distribution functions having « as a point of discontinuity is
always zero, except, at most, for a denumerable set of points «; it suffices to observe
that these points are the points of discontinuity of ®(z) = § V(z) 4#(V), and that
®(x) is 2 distribution function.
(5) Itis always understood that an inequality like f(x)} < g(2) between two functions

means that it helds for all = (unless one has explicitly a particular case in mind when
it is a guestion of a determinate value ).
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approach f(V), from above and below, by means of functions of the
preceding type, in such a way that the value of the integral will be uniquely
determined by the values approached from above and below. In other
words, it will be necessary that, for an arbitrary ¢, one be able to find two
functions f'(V) and f"(V} depending on a finite number of values V{z,),
such that

FOV) < FV) < fV) and f FV)AFW) > f £V dF V) — .

We return to the case of n independent random quantities having the
distribution V(): if f(V) is the probability that the point (X, X, . . ., X,))
falls in a domain D which is not reducible to a sum of rectangular domains,
S’ and f" can represent the analogous probabilities for the domains D’
contained in D, and D" containing D, each formed from a sum of rectan-
gular domains.

We have no need to pursue to the end the analysis of the conditions of
integrability; we will content ourselves with having shown that they are
satisfied in some sufficiently general conditions which contain all the
interesting cases. We now return fo the problem concerning the exchange-
able random quantmes XI, D, ST Xm .. toﬂshow the existence._

_ B(&)- for exchan geable,
events, Tet V'be a stepw:se functlon of which the lower corners are the
5 ponits™

Rpyd (=1,2,...,8 %q > @ Yop > U

we will designate by #,(V) the probability that, of 2 numbers X, X,, .. .,
X, y, at the most will exceed =;, hy, at the most will exceed 2y, . . . , Ay,
at the most will exceed x,, or, in other words, the probability

P{Gy(2) < V(x)}

that the distribution function G;(x) of the values of X, X,, ..., X, never
exceeds V(). More precisely, the function G,() is the “observed distribu-
tion function” resulting from the observation of X, ..., X,; it represents

the stepwise curve of which the ordinate is zero to the left of the smallest of a % :
the 2 numbers X, ..., X,, equal to 1/& between the smallest and the : _
second, equal afterwards to 2/h, 3fh, ..., (h ~ 1)/h, and finally equal to S

unity to the right of the largest of the £ numbers considered. The steps of
Gy(2) are placed on the points of the axes of abscissas which correspond to
the values X,;; before knowing these values, G,(z) is a random function,
since these abscissas are random quantities.
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It is easy to show, by extending a theorem given by Glivenko® for the
case of independent random quantities to the case of exchangeable random
quantities, that it is very probable that for 4 and k sufficiently large, G,(2)
and Gy{x) differ very little, and, in the case of a set of successive averages
Gu(#), Gyu4(2), . . ., we have a strong stochastic convergence. By dividing
the x axis into a sufficiently large finite number of points =, ..., @, the
proof can be based on that given for the analogous properties in the case of
exchangeable events. For a given =, G,(x) and Gy () give respectively the
frequencies Y, and Y, for the & and k trials of the set of exchangeable
evenis E; = (X, < #); the difference between G,(2) and G,(x) then has

11
standard deviation less than % + Z [see formula (10)], and the proba-

bility that it exceeds ¢ can be made as small as one wishes by choosing # and
k larger than a sufficiently large number N. By taking N so that the
probability of a difference greater than e is less than 6/s for each of
the abscissas

To= by, Ty e .., By
we see that, except in a case whose total probability is less than 6, the two
functions G,(z) and G,{z) will not differ by more than e for any of the
abscissas @4, .. ., %,

Under these conditions, the probability #,(V — ¢) that G,(2) will not
exceed the stepwise curve V() - e for any «, which is to say the probability
of having

Gle) <y, — ¢ (i=12,...,8

can not be more than F (V) + 0, for, in order to satisfy the imposed
conditions, it is necessary either that G,(») not exceed V(=) for any #, or
that we have G,(#) — G,(2) > € for at least one of the abscissas x, -+ 2,
We thus have

FNV — ) =0 < F,(V)SF NV + &)+ 0 (25)

(the second inequality can be proved in the same way); by defining con-
vergence in an appropriate way (as for distribution functions?), one con-
cludes that %, — & ; it is the functional & which allows us to characterize
the family of exchangeable random quantities we have in mind.

{6} [XILI], see also Kolmogorov [XVHI], and {45].
(7) See Lévy [XX], p. 194,
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To prove the fundamental formula

P(E) :ij(E) dF (V) (23
we remark that we have, for all 4,

P(E) = f Puv(E) dF (V) (26)
where P, (E) is the probability of E, given the hypothesis

G (=) = V().

If the event E depends on the # first random quantities X, . . . , X, (to fix
our ideas by a simple example, let us imagine that the event E consists of
X, falling between a, and by, X, between a,and b,, . . ., X, between a, and

b,), it will naturally be necessary to suppose ki > n; if k is very large in
relation to #, it is ciear that P, o(E) o Py(E), for the probability P, (E)is
obtained by'supposing X, . . ., X,, chosen by chance, simultaneously (that
is, without repetition) from among the % values where G, =V Is dis-
continuous, whereas P(E) is the analogous probability obtained by
considering all the combinations possible on the suppesition of independent
choices. The fact of including or excluding repetitions has a more and more
negligible influence as i — «o; thus P, ((E) — P(E). This relation and the
relation & (V) — F (V) provide the proof that

P(E) = f Piy(E) dFy(V) = f Pv(E) dF (V).

We shall consider a particular type of event E, which will permit us to
analyze the relation between the functional distribution given by %,
relative to the exchangeable random quantities X,, and the linear distribu-
tions ®,(£), that is to say, the limiting distributions D(&), related to the
events B, = (X, < 2). An event E will belong to the particular type
envisaged if it expresses a condition depending solely on the fact that
certain random quantities X,, ..., X, are less than or greater than® a
unique given number 2. For example, E = “X,, X, Xgare > z, X, and
X, are < 27 E = “among the numbers X,, Xs Xg, X there are three
which are > zand one < #”; E = “in the sequence X, X, - - - Xy, there
are no more than three consecutive numbers > 2™ ; etc. In other words, the
event E is a logical combination of the E; = (X, < «)fora unique given .
(8) This case of equality has a zero probability, except for particular values of « finite or

at most denumerable in number; we neglect this case for simplicity, observing,

besides, that it does not entail any essential difficulty, but only the consideration of
two distinet values of the distribution function to the left and right of .
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The theory of exchangeable events tells us that the probability of any
event E of this type is completely determined by the knowledge of @_(£),
and we can express this probability with the aid of & (V); we can then
express ®,(&) by means of #(V), and we then have precisely

P,(&) = dF(V); d®(&) = dF (V). (27)
Vimr<k E<Via)<stag

Indeed, let E™ be the event consisting in this: that the frequency of values

< on the first n trials X, ..., X,, not exceed &; by definition @, (&) ==

lim P(E")), and moreover P(E™), for n very large, is very close® to 0,

ifV(z) > & orto 1, if Vi) < £; we will have, then,

D (£) = lim f P(E") dF (V)
= f C1-dFFV) + 0-dF (V)= dF (V). (27)
Vi{xk<d Vio)>§ Vigy<g

One can deduce from this (or, better, obtain directly) the following
result: w((x), the probability that » out of  random quantities X, , . .
X;,» chosen in advance, should be < =, is equal to -

4

w7 = *) [Tt - v az ), 28)

and in particular for r = n:

W) = f V@I dFV),  oyf=) mfv(@ dF(V); (29)

this last formula giving, in particular, the probabiiity that a general fixed
number X is less than «; and this is the distribution function attributed to
each of the X, before beginning the trials.

Up to now, in ®(&), o™(z), w,(2), we have considered z only as a
parameter which determines the events E, = (X, < ), but which does not
vary; if, on the contrary, these expressions are considered as functions of z,
certain remarks can be made which throw a new light on them. Let us
consider n of the given random quantities: X, X,, ..., X,; co,(f) is the
probability that none of these numbers exceed =, and thus constitutes the

(9) Werecall that P (E) is simply the probability of a frequency < & on n independent
trials, with constant probability p = V(z), and therefore has the value

2 (:) PElg=1-—p=1- V)

vl En
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distribution function of the maximum value among Xy, ..., X,; wj:‘)(oa) +
@i (%) is in an analogous way the distribution function of the nexi-
to-largest of the numbers X,,..., X, arranged in increasing order;
@, (2) + i (#) + + -+ + ™ that of the rth; and finally w(™(z) + - - - +

of” () = 1 — w{(x) that of the smallest of the X,. As the identity

@) + 205°(2) + 30§°(2) + - - + no(z) = nwy(z) (30)

shows, the average of these n distribution functions is w;(2), thatis to say,
the distribution function of any one whatever of the X,: this fact is very
natural, for, according to the definition of exchangeability, each number
X bas the same probability 1/n of being the smallest, or the second, . . . ,
or the greatest, and, in general, all the permutations of the X, have the same
probability 1/n! of being disposed in increasing order (if there exists a
probability different from zero that the n values are not distinct, the
modifications to make in these statements are obvious}.

There exists a close relation between the distribution functions of a
random quantity of determinate rank and the function (&) by definition,
®,(£) is the limiting value, for n — o0, of the probability that of n random
quantities X, . .., X, there will be at most &n which are < #; this proba-
bility is equal to Jw((z), the sum being extended over the indices

"
¥ < £n. But this sum is the distribution function of those of the numbers
X1+ -+, X, which eccupy the rank “whole part of £ where the random
quantities are arranged in order of increasing magnitude: by considering &
fixed, ®,(£) is (as a function of ) the distribution function of the number
of rank = £n on a very Jarge number # of given random quantities,

It is easily seen that @,(£) is a never-decreasing function of & and =, that
P =0if £ <0,and P = [if & > 1 (P is thus defined substantially only
on the interval 0 < & < 1), and finally that @ -» 0 and & — 1 respec-
tively for # — ~co and = — -+ c0. Conversely, each function D, (£) having
these properties can be associated in an infinite number of ways with a
probability distribution for exchangeable random uantities; one such
function ®,(£) being given, one can always construct a distribution of
weights #(V) in function space, such that formula (27) holds. The
simplest way of doing this is the following: let V,(z) = £ be the explicit
equation of the contour line ®,(&) = A, which represents, due to the
properties of ®,(&), a distribution function, and define the distribution
F (V) by attributing the weights ' — 1 (' > 1) to the set of V() such that

Vi(#) < V(@) < Vi(a)




Foresight: Its Logfcal Laws, Its Subjective Sources 139

for all «; in this way the integration in function space is reduced to a simple
integral:

1
[renazw) = [rwa @1

We have, for example,

o(2) = f V@) d2 =f:§“ 0% (8); 32)

this suffices to show that the distribution we have obtained satisfies the
desired condition; it results directly froin the calculation of

a.5-[ s
Vi<

= J dA = {the value of 1 for which V,(z) = £ (33)
v

2le)<§

However, there always exists an infinity of other distributions # (V)
corresponding to the same function ®.(&): it suffices to observe, for
example, that if one puts in any way at all

P8 = @) + PP + - + o, PP

with ¢, > 0, Z ¢, = 1, the ®L¥(&) satisfying the same conditions as ®, and
if one introduces the corresponding V{¥(2), one will always have

w(5) =S, fivm(mﬂ di. (34)

The function ‘IDm(E) thus charactemzes neatly all the families of exchangeable
events E "m (X x} for any 2 whatever, but thls does not sufﬁce in

pla,y compleie knowIedge of the dastnbution F (V) 1n function space is
then mdlspensable '

It should be noted once more that if one were to consider exchangeable
random eIe}nents ariy' space W z_;;ever one would arrwe at perfectly
analogous ‘results: - implicitly, we have already indeed considered some
exchangeable random functions, since, for example, the G,(»), the dis-
tribution functions of X, , X, , ..., X, constitute a family of exchangeable
random functions, when all possible groups iy, Iy, ..., f, are considered.
The general result which has been established for events and for random
quantities, and which could be demonstrated for random elements of any ¥
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of classes of exchangeable random elements are “‘averages” of the probability

g space whatever, may be expressed by saying that the probability distribution
distributions of classes of independent random elements.t

CHAPTER V
Reflections on the Notion of Exchangeability

We have thus established the general notion of stochastic exchangeability,
and obtained the fundamental result which permits the characterization
of probability distributions corresponding to the case of exchangeability
as some linear combination of the distributions corresponding to the case
of independence and equiprobability. We will now try to show how this
would be interpreted according to the current conceptions, to exhibit
the reasons which keep us from holding such an opinion, and to explain
the significance of the notion of exchangeability as well as the role that it
is called to play, according to our point of view, in the calculus of proba-
bility.

Let us consider, for example, an urn of unknown composition, and let
us draw out balls, replacing each ball after it is drawn. The ratio of the
number of white balls to the total number can have various possible
values p,, to which we attribute certain probabilities ¢;. These drawings
are exchangeable events, and the probability of a given outcome is P(E) =
>eP(E), where there is a probability P,(E) corresponding to the

T

() The rigorous proof of this result under weak conditions on the space concerned hias
been the subject of several developments; for example, Hewitt, E., and Savage, L. J.
(1955), "Symmetric measures on Cartesian products,” Trans. Amer. Math. Soc., 80,
470-501 (and papers cited in the bibliography of this article), and, among later
contributions, Biihlmann, H. (1960}, “Austauschbare stochastische Variablen und
ihre Grenzwertsitze,” Univ, Calif. Publ. Stat., 3, 1--35, and Freedman, D. A. (1962),
“Invariants under mixing which generalize de Finetti’s theorem,” Aan, Math. Stat.,
33, 916-923. An extension in a different sense (so as to include, for instance, cases of
the type of Markoy ot ctwaznskhas been dealt with by the present author in “Surla
condition d“equwa}ence partielle’ 7 (Colloque Geneéve, 1937), Aet. Sei. Ind. No. 739,
Hermann, Paris, 1938, 5-18, and in “La probabl ztaml’ﬁ"?r'a"tlsma nei rapporti con
l'induzione, secondo i diversi punti di vista™ (Summer course at Varenna, 1959),
Induzione e Statistica, Istituto Matematico dell’ Universitd, Cremonese, Rome, 1959
(particularly, §8, pp. 92-100). An English translation of this last paper is aimost
ready and will probably be published as soon as some additional material can be
prepared.
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composition p,; vice versa, as we have already remarked, if the E; are
exchangeable events, the distribution P(E) is always of the form P(E) =
Z e P (B} (c; > 0, Z ¢, = 1) or of the limiting form P(E) = [ P(E) d®(%)

(Snelt es’ integral), where P, is the probability distribution corresponding
to the hypothesis of mdependence and constant probability §. The “‘ex-
changeable events” correspond then to those which we would ordinarily
distinguish as “independent events with constant but unknown probability -
p”, and @(£) would be “the probability that this ‘unknown probability’ p
will be smaller than £”. In a similar fashion, “exchangeable random quan-
tities” correspond to those that we would call “independent random quan-
tities with the constant but unknown probability distribution G(z)”, and the
functional & would give “the probability distribution of this unknown
distribution™, # (V) being the probability that G(z) < V(z)* (for V step-
wise with a finite number of steps). But then, you say, why proceed from a
novel definition, and make such efforts to conclude that it characterizes
nothing else than this well-known case?

It is not without reason that we have considered ourselves obliged to
proceed in this way. The old definition cannot, in fact, be stripped.of.its, ﬁ‘%

Weak metaphysmal” character one woulc_l_mbe czlm)hged to s suppose .% -

that beyond the probabihty dxstr;butmn correspondmg to our judgment,.--

en —wou%d constitute ev nrs who_ probab1 Ity oné could con31der From

our pomt of view these statements are completely devoid of sense, and no
one has given them a justification which seems satisfactory, even in relation
to a different point of view. If we consider the case of an urn whose
composmon is unknown we can doubtless speak of the probablhty of

|
indeed the assertion that there are as many white balls as black balls in %
the urn expresses an objective fact which can be directly verified, and the 3
conditional probability, relative to a given objective event, has been well
defined. If, on the contrar ope plays-heads or tails with a.coin of irregular. %
appearance, ; “Ziqswm tl‘}e E:xample of Chap. III, one does not have the nght

has a rnore of 1ess noffé‘ea

ek g VT

for. thIS unknown probablhty” cant

(1} See note {1}, page 123,




142 ' BRUNO DE FINETTI

+ one would like to introducein this way.have no objective meaning, The
¢ difference between these two cases is essential, and it cannot be neglected;
* one cannot “by analogy™ recover in the second case the reasoning which
was valid in the first case, for this reasoning no longer applies in the second
case. If, after numerous drawings, the observed frequency of the white
balls is /, why do we attribute a value close to f to the probability that
the ball will be white in one of the drawings which is going to follow?
It can be answered that after the observation of such a frequency we
attribute a very large value to the probability that the number of white
balls will come very close to the fraction f of the total, and further, by
supposing this fraction to be p, we judge that the drawings are independ-
:ent and have all the same probability p = p. This explanation is perfectly
i satisfactory even from the subjectivistic point of view, and does not differ
formally from that which is ordinarily given and which reduces, finally,
to the theorem of compound probabilities. But in the preceding case of
heads or tails, it is otherwise: the corresponding terms which would
allow analogous reasoning do not exist. If, nevertheless, we want to
reason in an identical and rigorous way in the two cases, it is necessary
’ to begin by looking for the common elements which characterize thers,
2 and for those elements which differentiate them.
" The result at which we have arrived gives us the looked-for answeér,
. which is very simple and very satisfactory: the nebulous and unsatis-
© factory definition of “independent events with fixed but unknown proba-
© bility” should be replaced by that of “exchangeable events”. This answer
¢ furnishes a condition which applies directly to the evaluations of the
- probabilities of individual events and does not run up against any of the
. difficulties that the subjectivistic considerations propose to eliminate. It
constitutes a very natural and very clear condition, of a purely qualitative
character, reducing to the demand that certain events be judged equally
‘ probable, or, more precisely, that all the combinations of n events E,—l s e s
. E, have always the same probability, whatever be the choice or the order
“of the E,. The same simple condition of “symmetry” in relation to our
judgments of probability defines exchangeable random guantities, and can
"::’define, in general, exchangeable random elements in any space whatever.
It leads in all cases to the same practical conclusion: a rich enough
experience Jeads us always to co as probable future frequenties or
distributions close to those which have been observed.
“Following the demonstration of the existence of a limiting distribution,
this fact can be explained by reasoning almost parallel to that which one

spimmaitd
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ordinarily employs when one takes account of the “unknown probability”,
but which does not give rise to the same criticisms. For the “unknown
probability” we substitute the frequency on the first N trials, with N large
enough so that the corresponding probability distribution coincides
practically with the limiting distribution: ®@(¢) o~ ®(§), and so that the
number of trials with which one is concerned is negligible in relation to N;

Ry (8} (N
thus (r) (S)(n) (the probability that on » trials chosen at random

among the N of which R are favorable and S unfavorable there are r
favorable and s unfavorable) is practically equal to (?:) (1 — &° with
£ == g 1—¢& =5 One can then reason as follows: consider as

possible hypotheses the N -+ I possible frequencies on N trials, their
probabilities being the «{™ (A=0,1,...,N), and observe that the
hypotheses for which R/N is close to r/n are precisely those according to
which the probability of a frequency rfn on »n trials is the strongest, and
i consequence,? those for which the probability conditioned on the
observation of the frequency #/n on n trials is the most strongly augmented
in relation to the unconditional probability. We conclude finally that the
hypotheses closest to the observed result take on a more and more pre-
ponderate importance when the number of observations increases, and
that this leads us necessarily to make our prediction approach the observa-

tion. More precisely, we demonstrate that the limiting distribution ®,
given the observation of the frequency r/n on  trials, is such that

d®(£) = b1 — £ dD(E) [asuch that f Wl — B d® = 1] (35)

and that the corresponding characteristic function is
$(t) = «D"(i — DYyp(t) [« such that $(0) = 1; D = djdt; i = v/ —1].
(36)
In particular, the probability on an additional trial, relative to this hy-
pothesis, will be

o = [6a® f §af(l — £ d%; @

that is to say, the mean of the £ from (0,1) with the weights af™(1 — &) d®
in place of the weights d®; the & around the maximum & = r/n of
£(1 — &) are evidently strengthened more and more.

(2} See formula (2), p. 110, and the refevant explanation.
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As a function of the w* we have easily
oo _ rA1 ot rl

¥ 1(72} (1’!’«1] ?
n+1 f):r n+2+(s+1)( b 1)

r-~ 1

38)

© it is interesting to see that this formula—which already explains, though
incompletely, the influence of the observed frequency on the evaluation
of the probability—can be derived in a direct and very elementary way
from the definition of “exchangeable events”. From this definition it
can indeed be inferred that

U)in) _ w ;n—l} cux’zﬁ&) (39)

I A

for the first member expresses the probability that r given events on the
first n trials are favorable, and the second gives the sum of the probabilities
that the said combinations will occur with, respectively, a favorable or
unfavorable result on the # + 1'st trial. Simplifying, we have

af? = 2l g LS (40)

and with the help of this identity we obtain

P = it wf,"’ R (r 4 Dot
. a4+ 1y (ny n+1 o (54 Dol 4 (4 Delri?
F41 r
- rt 10)%) QED. (38)
e (T

7l

This formula acquires a particular significance in Laplace’s case where
1
the @™ do not depend on », and where one has & = — (it can be
T ks ) _i_ 1

verified immediately that this hypothesis is admissible, and that it corre-
sponds to a homogeneous limiting law: @(&) = & d®(£) = d&, for 0 <
¢ < 1). In the case of Laplace one has simply, as is well known, p™ =
Fe-1

net2’
the same if w1V = &1 if on the contrary w{®*" is greater or smaller

for the other term in the denominator vanishes. The result is still

P s SO RN
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than o{"*Y, the probability p™ will be respectively greater or smailer
than in the Laplacean case. In any case, p‘”” is close to ; :: ;
close to the frequency rfn, if the ratio differs little from unity; it thus
suffices to admit this condition in order to justify easily the influence of
observation on prediction in the case of exchangeable events.

With regs}rd to_exchangeable random quantities, or any exchangeable
elements at.all, the results and the demonstrations would be perfectly
analogous; for these, as for event he _sub}ecnvzstm theory solves the
problem of mductaon complete y _he 'case of exchangeability, corre-
sponding to the case which is most usually, conmdered and leads to the
same conclusions ger;erally 'a'dmltted or demonstrated by means of vague.
and 1mprec1se re&sonmg.“

, and hence

_can be studied in the same style and by the
same procedure One cannot exclude completely @ priori the influence
of the order of events, and in consequence the attribution of probabilities

di?fering more or less among themselves to the (?) various combinations

of r favorable results on the » = r + s first trials, There would then be
a number of degrees of freedom and much more complication, but nothing
would be changed in the setting up and the conception of the problem,
which would remain that presented at the beginning of Chap. 111, before we
restricted our demonstration to the case of exchangeable events, and which
is essentially condensed in formuia (4).

The influence of the order on the evaluation of the probabilities of
Aand A - E, ., (see p. 119) does not modify, indeed, the way in which the
problem is posed and answered according to the subjectivistic conception;
one will only be led, in the general case, to take account of the circum-
stances which in the case of exchangeability are (by definition) neglected. *
One can indeed take account not only of the observed frequency, but also
of regularities or tendencies toward certain regularities which the obser-
vations can reveal. Suppose, for example, that the » first trials give
alternately a favorable result and an unfavorable result. In the case of
exchangeability, our prediction for the following trial will be the same
after these n trials as after any other experience of the same frequency of 4,
but with a completely irregular sequence of different results; it is indeed
the absence of any influence of the order on the judgments of a certain

{3) In order that this should be exact, we suppose that » is even.
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individual which characterizes, by definition, the events that he will
consider “exchangeable”. In the case where the events are not conceived
of as exchangeable, we will, on the other hand, be led to modify our
predictions in a very different way after n trials of alternating results
than after # irregularly disposed trials having the same frequency of };
the most natural attitude will consist in predicting that the next trial will
have a great probability of presenting a result opposite to that of the
preceding trial.

It would doubtless be possible and interesting to study this influence
of order in some simple hypotheses, by some more or less extensive
generalization of the case of exchangeability, and some developments
tied up with that generalization,* but this study is still to be done. What
is essential in connection with our conception—and it is this that we want
to insist on somewhat more—we have already learned through the theory
of exchangeable events. Whatever be. the.influence.. of .observation on
predictions of the future, it never implies and never signifies th i
correct the pmrmt:ve evaluation of the probabihty P(Eml) after it as )
been disproved by experlence “and Substltute for it another P (E,m)
which conforms fo that experience : and is therefore probabiy loser 10 the
real probabzhty, on the contrary it mamfests 1tseIf solely in the sense
that ‘when,_experience teaches Uis the result A on the first » trfals our
Judgment w111 be expzessed by the probab1 1ty P(Em,l) no longer, | but byw

outcome A, Nothing of this m;tlal opinion is repudiated or corrected;

' if1s not the function P which has been modified (replaced by another P*),

but rather the argument E, . which has been replaced by E, ;1 [ A, and

this is just to remain faithful to our original opinion (as manifested in
the choice of the function P) and coherent in our judgment that our
predictions vary when a change takes place in the known circumstances.

In the same way, someone who has the number 2374 in a lottery with
10,000 tickets will attribute at first a probability of 1/10,000 to winning
the first prize, but will evaluate the probability successively as 11000,
1/100, 1/10, 0, when he witnesses the extraction of the successive chips
which give, for example, the number 2379. At each instant his judgment

(4)¥]One could in the first place consider the case of classes of events which can be
Jgrouped into Markov “chains” of order 1,2, ..., m, . .., in the same way in which
classes of exchangeable events can be related to classes of equiprobable and in-
# dependent events.
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is perfectly coherent, and he has no reason to say at each drawing that the
preceding evaluation of probability was not right (at the time when it was
made). In the last analysis, each evaluation of probability different from 0
and 1 will surely be abandoned, for a well-determined event can only happen
or not happen; an evaluation of probability only makes sense when and
as long as an individual does not know the result of the envisaged event;
given that he does not know this result {and therefore that he is not led
to the definitive value 0 or 1), he can take account of successively more
circumstances which would modify his judgment, in one sense or another
without its being a question of corréction or rejection. It is in just the
same way that we envisage the influence of observation on prediction
in the general case of judgments founded on experience.
It is thus that when the subjectivistic point of view is adopted, the

problem of mductmn receives an answer, wluch is. natura][y subjectzve i
but m 1tself perfectiy log1ca1 while on the other hand when one pretends.

a gap in Eogzc Itis true that in many cases—as for example on the hy—
pothesis” of exchangeabﬂity——-these subjective factors never have too
pronounced an influence,.provided that the experience be rich enough;
this cucumstance is veryimportant, for it explams howm certain conditions
ng of d;ﬁ"erent mdmé- ]
uals is Méuced 1,3 but it also shows that ésscordant opinions are always
legitimate. This does not make any change in the purely subjective char-
acter of the whole theory of probability.
We will return in the next and last chapter to these very general ques-
tions of principle, after a review of everything we have said so far, and

some additiona} matters which throw more light on their raison d’étre
and scope.

(5) It is the same point of view on which Poincaré several times insisted (and which
inspired his well-known exampies from routette, shuffling cards, the distribution of
small planets, etc.) (see, for example, [XVII]); the only difference is in the fact that

we do not admit the conception that our initial opinion concerns “unknown
distributions”.
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CHAPTER V1

Observation and Foresight

The need for clarity in scientific and philosophical thought has never
appeared to be so essential as today: the most extensive critical analysis of
the clearest intuitive concepts can no longer be considered a game for
sophists, but is one of the questions which touch most directly on the
progress of science. With each of our assertions, a question invariably
surges into our mind: has this assertion really any meaning? To give only
one example, we know that the notion of simultaneity seemed, not ve y
long ago, perfi tly clear and sure to the point that it had been thought
’possuble to con31der time as a notmn g1ven a priori. Why do we no longer
‘believe thls today‘? Because we have been taught the necessity of conceiving
of every notion from a point of view which can be called “operational™.!
Every notion is only a word without meaning so long as it is not known
how to verify practically any statement at all where this notion comes up;
in the example given above, this practical verification is furnished us by
Einstein’s procedure employing light signals. An analogous evolution took
place some time ago in the mathematical sciences: once, for example, the
problem of knowing if I — 1 4+ 1 — 1 + + - = § or not was considered
in a nebulous, mysterious, metaphysical way; it sufficed to define what was
to be understood by “limit” (for example ordinary limit, limit in the sense
of Cesaro) and all the obscurities vanished.

It is perfectly natural that this need for clarity is felt deeply in the domain
of probability, whether because this notion is very interesting from the
mathematical point of view as well as from the experimental point of view,
or whether because it seems recalcitrant to all attempts to make it precise.
In that which concerns the mathematical side of the question, opinions do
not seem to differ too much: formally,? the theory of probability is the
theory of additive and non-negative functions of events; opinions diverge
oniy on one point, the question of whether these functions need to be
smlpiy -or.completely additive (that is to say, additive only on finite sets, or

(l) See, for example, Bridgman (11}, and particularly the paragraphs The Operational
Character of Concepts and General Commenis on the Opevatignal Point of View
(p. 3-3%).

(2) See, for example, Cantelli (1V], [V], Kolmogorov [XVII], Lomnicki [XX1], ete.
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also on denumerable sets). However, the truly essential aspect of the prob-
lem is naturally the question of the meaning and the value of the notion of
probability, and on this terrain opinions differ strongly. Two completely
opposed points of view are possible: the first, the most commonly accepted,
considers the subjective element of the naive notion of probability which is
found in our everyday life as a dangerous element which ought to be
eliminated in order that the notion of probability be able to attain a truly
scientific status; the opposite point of view considers, on the contrary, that
the subjective elements are essential, and cannot be eliminated without
depriving the notion and theory of probability of all reason for existing.
The difference between the two points of view is also very sharp from the
philosophical point of view: according to the one, probability is an element
which partakes of the physical world and exists outside of s according to
the other, it only expresses the opinion of an individual and cannot have
meaning except in relation to him.

Both of these two points of view seek to give a well-defined meaning to
probability statements, but the domains in which these concepts shouid
receive a meaning are completely different. To give a verifiable meaning to
probability statements in the external world would be to consider them not
as something genuinely new, but as particular statements concerning the
physical world, for example, as statements about the limits of certain
frequencies. However, if one wanted to interpret the requirements of the
operational point of view only within the framework of the external world,
in a way which could be called positivistic, I think that the goal of making
all our ideas clear could never be completely attained. We are sometimes
led to make a judgment which has a purely subjective meaning, and this is
perfectly legitimate; but if one seeks to replace it afterward by something
objective, one does not make progress, but only an error. Rather than by
seeking to bring everything back to the objective, one can attain clarity by
reducing any such concept systematically to the subjective; the value of a
concept would then result from the analysis of the deep and essential
reasons which have made us, perhaps unconsciously, introduce it, and
which furnish us with the explanation of its usefulness.

This pcgnt accepted, it should not be difficult to see that the definition
based o the frequency limit® is far from clarif ‘hotion of" proba-
bility; mdeed even ;f such a deﬁmtlon is accepted one szI not employn_‘,___,

e e

i ENRNS AT R AN

(3) See, for example von Mises {XXV] [XXVI, Reichenbach [XXIX] [XXX],
[XXXI]; see also Dorge [1X], where this conception has been modlﬁad according to
criticisms which are also justified from our point of view.
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the caleulus of probability with th
11m1ts of 1requencges‘ the object
that ofjadgmg as more [y
or less complex but venﬁablém a finite
interest Us, and in regard to them the stated definition teaches us nothing.
We only apply the notion of probability in order to make likely predictions:
if I want to justify by the practical observation of a frequency the conviction
that a neighboring frequency will appear in a certain group of subsequent
trials, and if, for that, I proceed by estimating to begin with that the limiting
frequency will be close to the observed frequency, and then that it is
reasonable to expect a frequency close to the limiting frequency, T only
introduce a mysterious intermediate notion through which the premisesand
: conclusion are related indirectly by two subjective judgments in place of
' being related directly by a single subjective judgment [62], [63]. It does not
help me at all to give the name of probability to the limiting frequency, or
to any other objective entity, if the connection between these considerations
and the subjective judgments which depend on them remains subjective. It
is worth more, then, to seek to analyze directly the subiective element to
which the notion of probability is directly anchored: it is this road that 1
have followed.

I know very well the doubts which are raised currently concerning this
point of view, and it is for this reason that I propose to express, as clearly
as it is possible for me, the way in which the problems for which the
ordinary objections assume the most striking form are to be conceived and

set up according to the subjectivistic conception.

ere are three essential objections: it is doubted that the subjectivistic
conception permits the definition of probability, the demonstration of the
logical laws which govern it, and finally the explanation and justification of
the applications that are made of it to the most unlike problems. Let us
review rapidly our answers to these three objections,

The definition of probability that we have given is entirely irreproachable
from the operational point of view, provided one admits that the latter is
equally applicable in the psychological domain. The scheme of bets gives
in principle a method of direct experimental measure of the degree of
doubt relative to a given event, If the practical application sometimes runs
up against an indeterminateness of this subjective degree of doubt which is
to be measured, that is only a consequence of that limited degree of
idealization without which it would always be impossible to attain’ pre-
cm@ﬁﬁop dnytheory 4 all. The indetermifiateness is doubtless
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stronger here than in the physical sciences because of the fact that the
magnitude measured s subjective, but the difference is not essential;
another definition, equally subjective and very similar, that it may perhaps
be useful to compare with the subjective definition of probability, is that of
the “utility” of Vilfredo Pareto [XXVII], who, in making it follow from
“indifference curves”, applied the operational point of view to psychologi-
cal facts with perspicacity.

The fact that a direct estimation is not always possible constitutes the
reason for the utility of the logical rules of probability: their practical end
is to relate an evaluation, itself not very directly accessible, to others by
means of which the determination of the first evaluation is made easier
and more precise. By adopting the subjectivistic definition, these logical
rules follow with rigor and ease from a single and very natural condition,
that of coherence, which obliges us to take care in evaluating probabilities
not to allow an adversary who bets against us the possibility of winning
with certainty, whatever be the event that occurs, by a judicious combina-
tion of his stakes on the various events. The fundamental theorems (total
probability, compound probability) are only the immediate corollaries of
this fundamental condition. It can be seen that one couid even eliminate
everything quantitative, whether in the condition of coherence or in the
definition of probability, in order to keep only the purely qualitative aspect
of the definition (inequality between two probabilities) and of the condition
of coherence (a small number of very simple axioms). The application of
these logical rules in every case reduces to distinguishing whether, the
probabilities being evaluated arbitrarily (but satisfying the condition of
cohergnce) for the events of a certain class &, the probabilities of other
events are univocally determined by the condition of coherence, or whether
there exists-a limitation, or, finally, whether any values at all remain
admissible.

Erom the logical point of view, the theory of probability would be only a
polyvalent logic with a contmuou scale of modaht;es 4 | superimpose I
logic of twa, values. This is to say that, for each event, one admits only two
possibie results (three for “conditional events™, but that has only a formal
significance); the infinity of intermediate modal:ties does not stem from an
insufficiency of the logic of two values in this respect, but only serves to
(4) [62]; according to the opinions of Lukasiewicz [XX11], Mazurkiewicz [XX11], and

Reichenbach [XXIX], it would also be a question of a logic of a continuous scale of
medalities, which would not, however, be conceived as superimposed on a logic of

two values. Some criticisms, to which this point of view lends itself, are developed
in Hosiasson [X1V],
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measure our doubt when we do not yet know which of the two objective
modalities is correct,

The subjectivistic explanation of the most important applications of the
calculiis GF probabiities Constit es a very delicate problem. [t would not
be JIHEGTE 16 admit that the subjectivistic explication

n’is the only one
applicable in the case of practical predictions (sporting results, meteoro-
logical facts, political events, etc.) which are not ordinarily placed in the
framework of the theory of probability, even in its broadest interpretation.
On the other hand it will be more difficult to agree that this same explana-
tion actually supplies rationale for the more scientific and profound value
that is attributed to the notion of probability in certain classical domains,
and doubts will be expressed about the possibility that it offers of unifying
the various conceptions of probability, appropriate to various domains,
that untif now it has been thought necessary to introduce. Our point of view
remains in all cases the same: fo show that there are rather profound
? psychological reasons which make the exact or approximate agreement that
¢ is observed between the opinions of different individuals very natural, but
g that there are no reasons, rational, positive, or metaphysical, that can give
! this fact any meaning beyond that of a simple agreement of subjective
Qpinions.

The case of games of chance leads only to the observation of how the
character of symmetry presented by the various “possible cases” can force
us to judge them equally possible, but not to impose such an evaluation of
probability logically. The frequency case, on the other hand, requires an
claborate analysis, which leads us to some fairly extended mathematical
developments. Similar reasoning, hardly more compticated than that
concerning games of chance, suffices to explain the dependence between
the evaluation of probabilities of certain events and the prediction of the
number among them that will occur-—that is to say, the bond between the
evaluation of probabilities and the prediction of frequencies. The essential
question,.and the only one which.is a little less.elementary, is ¢ justifica-

tion and the explanation of 1the reasons for which in the prediction of a
fréque; g guided, or.at least influenced, by the oBSgﬁétiojx
of past frequencies. It is.a question of showing that there is 7o need £0
Y g crently held, that, te probability of a phenomenon has :
de,gggmizzgéﬁ.ml@eﬁand that it suffices to get 10 know it"Ox 'thé‘”éf()‘ﬁt;fa“%y;“"tﬁé"“f‘ e
question can be posed in a way which has a perfectly clear sense from the
subjectivistic point of view, by distinguishing on the one hand the proba-

bility of a trial considered as isolated, and on the other the probability of




Foresight: Its Logical Laws, Its Subjective Sources 153

the same trial preceded by some others of which the result is supposed
{by hypothesis) to be known.

We have studied the case where, in the evaluation of conditional proba-
bilities, one is influenced only by the observed frequency. This case can be
characterized in an equivalent, but simpler and more intuitive way, as the
case where the several trials of the phenomenon considered—or, in general,
the event considered—play a symmetric role in relation to any problem of
probability; or better yet, as the case where the probability that a given r
trials have a favorable result and s others an unfavorable result depends
only on r and s; or finally, as the case where the probability that » trials all
have a faverable result is the same however the n-tuple is chosen. These,
conditions, whi events”a have an im{ggggate and ¥

ery clear meani
R s R
proba

obabilify, and-there-are_numerous practical cases whe nt |
thﬁms,&lv\es‘spontaneousiymt Ut minds, This suffices to explain our belief
in the stability of the frequency, for, on this hypothesis, the probability of a &
subsequent trial, relative to the observation of a certain frequency, tends{
to coincide with the value of the latter. There is, however, a particular case,
that of independence, for which the influence of past observations is
rigorously zero. This case constitutes an exception; in all the other cases
the influence of the acquired results tends to predominate when the number
of observed cases is increased, though naturally in a way which is not

uniform (one can have, for example, evaluations close to those which :
correspond to the case of independence for which this influence is [

zero). This subjective evaluation thus plays an essential role: the conditiori

of “exchangeability” itself has, from the beginning, only a subjective value. ;
This reasoning is not applicable only to frequencies: in the case of
exchangeable random quantities (and in general in the case of random
elements of any space at all) a certain stability in the distribution of values
can be justified in the same way and with similar reservations. Even the
problem of smoothing a curve should be studied from this point of view:3
the adjusted distribution curve would then be the probability distribution,
conditioned on the observation of the values actually observed. This curve
would depend on a subjective opinion, but to a smaller degree the richer
the experience; on the other hand, one can see in this conception the true
reason for the procedure of smoothing, and the conditions of “regularity”
and “closeness to observed behavior’” which suggest it. From this point of
view, the conditions are no longer arbitrary or formal conditions, but the

(5) [56]; the point of view of Poincaré [XXVIIL, Pp. 204-206] is very similar.
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consequences of theorems on exchangeable random quantities and of the
natural tendencies of our minds in the evaluation of probabilities of
different kinds.

What I have said and shown for the case of exchangeability can clearly
be repeated, with the necessary modifications, for less simple and less
typical conditions which have been merely alluded to {end of Chap. V).
The meaning of these conciusions is aiways the same: observation cann“gqt
ion
: s informatxon ‘
) ;s capable of mﬁuenv'” _K‘ur opzmon The meamng of this statement
? is very precise: it means that to the probability of a fact conditioned on
i this information—a probability very distinct from that of the same fact not
“conditioned on anything else—we can indeed attribute a different value.

Thus, I think I have succeeded, if not in persuading those who are far
from accepting the subjectivistic point of view, at least in proving that this
point of view gives an irreproachable answer to all the usual questions, and
that it permits their combination into a single coherent conception. Certain
minds—convinced in other respects that the subjectivistic theory of proba-
bility constitutes a coherent conception, complete and perfectly acceptable
in itself—will refuse to rally to it for reasons of a philosophical sort. One
might indeed think that scientific concepts ought always to have a real
meaning, that science ought to occupy itself exclusively with realities, and
that the subjectivistic point of view would fead further away each day from
this principle through the more and more extended application of probabil-
ity to the physical sciences; not only that particular branch of mathematics
which constitutes the calculus of probability, not only its applications to
games and statistics, but also a greater part each day of the concepts of
physics would cease to correspond to an objective reality. And one might
say that the deterministic laws of the classical type and the statistical laws
which have been substituted® for them would no longer have even that
common, essential characteristic which has bound them together until now,
namely, the connection with reality. Would there not then be an uncross-
able abyss separating the two types of laws which coexist today in physics ?

In order to bridge this abyss, the point of view adopted here leadsusina
completely natural way to a solution which is exactly the opposite of that
which we habitually envisage: in place of extending the character of reality
of the classical laws to the probability laws, we can try on the contrary to
make even the classical laws participate in the subjective character of the

(6) For certain aspects of our opinions on this question, see also [36).
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statistical laws. I have already cited this sentence of Poincaré: “However
solidly based a predlct;on may seem to us, we are never _ "lutely sure
that experier{ce will.not refite-it,” Laws only have value for us, in that—
and only in the sense that—we estimate it very improbable, after experience
and the scientific analysis of its results, that a “law™ should be disproved
by the occurrence of an event contradicting a result that it had predicted.
Rigid laws are only proven by experience in the sense of the verification of
an agreement between them and a certain number of facts. To ask if these
facts occur because the law is true, or 1o ask if the true law is not different
Jfrom that which we have, with which it coincides only in these particular
cases, or finally to ask if the law does not exist, ate questions which from
the operational point of view have no sort of meaning. There is always
an infinity of explanations possible for the same group of observations; if
we choose one of them, and if we state a law, it can only be for subjective
reasons that make us consider it worthy of confidence. Rigid laws are
formulated and accepted by our minds for the same reasons that lead us to
formulate and accept any judgment of probability whatever; the only
difference consists in the very high probability that we attribute, in the case
of rigid laws, to their exact agreement with experimental facts. The
probability is so high thaf we can call it “practicaily absolute certainty”,
or, simply, “certainty”, understanding all the while the qualification that
is essential from the philqsophica§ and logical point of view.

The notion of “cause” thus depends on the notion of probability, and it%3
follows also from the same subiective source as do all judgments of %
probability [32]: this explanation seems to constitute the true logical i}
translation of the conception of “‘cause” advanced by David Hume, which;
I consider the hjghest peak that has been reached by phllosophy The
subjectivistic theory of probability will’ thus be able to open the field of
science to this conception, whose significance and value seem not to have
been sufficiently understood nor appreciated until now,

It is for these reasons that the theory of probability ought not to be
considered an auxiliary theory for the branches of science which have not
yet discovered the deterministic mechanism that “must” exist; instead it
ought to be regarded as constituting the logical premises of all reasoning by
induction. Just as the ordinary logic of two values is the necessary instru-
ment of all reasoning where only the fact that an event happens or does not
happen enters in, so the logic of the probable, the logic of a continuous
scaleof vaiues, is the necessary instrument of all reasoning into which enters,
visible or concealed, a degree of doubt, & judgment of practical certainty or
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practical impossibility, or finally, an estimation of the likelihood of any

¢ event whatever. Everything that does not reduce to a simple statement, to an
i isolated historical truth, everything that councils us for the future, even the

belief that in leaving our room we will see as on other days the same streets
‘and the same houses in their same places, all that constitutes a judgment of
probability which is based, perhaps unconsciously and indistinctly, on the
prmmples of the calculus of probability. This calculus thus constitutes the

:foundation of the greatest part of our thought, and we can well repeat with
Pomcare “Without it, Science would be impossible.”
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