Latin hypercube sampling and the propagation of uncertainty in analyses of complex systems
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Abstract

The following techniques for uncertainty and sensitivity analysis are briefly summarized: Monte Carlo analysis, differential analysis, response surface methodology, Fourier amplitude sensitivity test, Sobol’ variance decomposition, and fast probability integration. Desirable features of Monte Carlo analysis in conjunction with Latin hypercube sampling are described in discussions of the following topics: (i) properties of random, stratified and Latin hypercube sampling, (ii) comparisons of random and Latin hypercube sampling, (iii) operations involving Latin hypercube sampling (i.e. correlation control, reweighting of samples to incorporate changed distributions, replicated sampling to test reproducibility of results), (iv) uncertainty analysis (i.e. cumulative distribution functions, complementary cumulative distribution functions, box plots), (v) sensitivity analysis (i.e. scatterplots, regression analysis, correlation analysis, rank transformations, searches for nonrandom patterns), and (vi) analyses involving stochastic (i.e. aleatory) and subjective (i.e. epistemic) uncertainty.
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1. Introduction

The assessment and presentation of the effects of uncertainty are now widely recognized as important parts of analyses for complex systems [1–6]. At the simplest level, such analyses can be viewed as the study of functions of the form

\[ y = f(x), \]  

where the function \( f \) represents the model or models under study, \( x = [x_1, x_2, \ldots] \) is a vector of model inputs, and \( y = [y_1, y_2, \ldots] \) is a vector of model predictions. The goal of an uncertainty analysis is to determine the uncertainty in the elements of \( y \) that results from uncertainty in the elements of \( x \). A typical adjunct to an uncertainty analysis is a sensitivity analysis, which attempts to determine how the uncertainty in individual elements of \( x \) affects the uncertainty in the elements of \( y \). In practice, \( f \) can be quite complex (e.g. one or more computer programs involving complex algorithms and many thousands of lines of programming); further, \( x \) and \( y \) are often of high dimension.

To carry out uncertainty and sensitivity analyses, the uncertainty in the elements of \( x \) must be characterized. For this presentation, the uncertainty in the elements of \( x \) is assumed to be characterized by a sequence of distributions \( D_1, D_2, \ldots, D_{nX} \),

\[ D_{ji}, D_{j1}, \ldots, D_{jnX}, \]  

where \( D_j \) is the distribution associated with the element \( x_j \) of \( x \) and \( nX \) is the number of elements contained in \( x \) (i.e. \( x = [x_1, x_2, \ldots, x_{nX}] \)). Various correlations and additional relationships between the elements of \( x \) are also possible. Initially, the distributions in Eq. (1.2) will be assumed to characterize a degree of belief with respect to where the appropriate values for the elements of \( x \) are located for use in the evaluation of the function \( f \) in Eq. (1.1). When used in this manner, these distributions are providing a quantitative representation for what is commonly referred to as subjective or epistemic uncertainty [7,8]. Such distributions are often developed through an expert review process [9–29].
For notational convenience, the function $f$, and hence $y$, in Eq. (1.1) will be assumed to be scalar-valued, although such simplicity is almost never the case in real analyses. With this assumption, the representation in Eq. (1.1) becomes

$$y = f(x).$$

Further, again for notational convenience and also for ease in distinguishing between different uses of probability at later points in this presentation, the distributions in Eq. (1.2) and any additional relationships imposed on the elements of $x$ will be represented by a probability space $(\mathcal{S}_{su}, \Xi_{su}, p_{su})$, where the subscript 'su' is used as a designator for 'subjective'. As a reminder, a probability space $(\mathcal{S}, \Xi, p)$, consists of three elements: a set $\mathcal{S}$ that contains everything that could occur in the particular universe under consideration; a collection $\Xi$ of subsets of $\mathcal{S}$ for which probability will be defined; and a function $p$ that actually defines probability for the elements of $\Xi$ (Sect. IV.4, Ref. [30]). In the terminology of probability theory, the set $\mathcal{S}$ is the sample space; the elements of $\mathcal{S}$ (i.e. the vectors $x$ in Eqs. (1.1) and (1.3)) are elementary events; the elements of $\Xi$ are events; and the function $p$ is a probability measure.

When viewed in its most general form, uncertainty analysis simply involves determination of the distribution for $y$ that results from the function $f$ in Eq. (1.3) and the distributions $D_1, D_2, ..., D_{nx}$ in Eq. (1.2), which define the probability space $(\mathcal{S}_{su}, \Xi_{su}, p_{su})$. Further, the distribution for $y$ can be presented as a cumulative distribution function (CDF) or as a complementary cumulative distribution function (CCDF), which is simply one minus the CDF (Fig. 1). The CCDF is typically used when it is desired to display small probabilities associated with large values of $y$ or when it is desired to answer the question "How likely is $y$ to be this large or larger?" Given that it can be determined, the CDF, or equivalently the CCDF, in Fig. 1 provides a complete representation of the uncertainty in $y$. A density function can also be used to summarize the uncertainty in $y$; however, CDFs and CCDFs provide more convenient and informative summaries in sampling-based studies.

The CCDF in Fig. 1 can be formally defined by the integral

$$\text{prob}(y > Y) = \int_{\mathcal{S}_{su}} \delta_y[f(x)]d_{su}(x)dV_{su},$$

(1.4)

where $\text{prob}(y > Y)$ is the probability that a value larger than $Y$ will occur, $d_{su}$ represents the density function corresponding to the distributions in Eq. (1.2) and hence to the probability space $(\mathcal{S}_{su}, \Xi_{su}, p_{su})$, the differential $dV_{su}$ is selected for mnemonic purposes because integration will typically be over a high-dimension (i.e. $nX$) volume, and

$$\delta_y[f(x)] = \begin{cases} 1 & \text{if } f(x) > Y \\ 0 & \text{if } f(x) \leq Y \end{cases}. \quad (1.5)$$

Similarly, the corresponding CDF is defined by

$$\text{prob}(y \leq Y) = 1 - \text{prob}(y > Y) = 1 - \int_{\mathcal{S}_{su}} \delta_y[f(x)]d_{su}(x)dV_{su}, \quad (1.6)$$

where $\text{prob}(y \leq Y)$ is the probability that a value less than or equal to $Y$ will occur. Although the integral in Eqs. (1.4) and (1.6) formally defines the CCDF and CDF associated with $y$, in practice this integral is not amenable to a closed-form evaluation; rather, some type of approximation procedure must be used. In particular, the focus of this presentation is on the use of Latin hypercube sampling [31,32] in the approximation of this integral.

As just indicated, uncertainty analysis is simple in concept and involves evaluation of the integral in Eq. (1.4) to obtain the CDF and CCDF in Fig. 1. Sensitivity analysis involves the determination of the effects of the individual elements of $x$ on $y = f(x)$. Although sensitivity analysis is closely tied to uncertainty analysis, it tends to be a more complex undertaking due to both the variety of possible measures of sensitivity and the additional computational procedures required to evaluate these measures. This presentation will emphasize sensitivity measures that can be obtained when Latin hypercube sampling is used to evaluate the integral in Eq. (1.4).

One formal way to look at sensitivity analysis is to view it as an analysis of variance problem. Specifically, the variance $V(y)$ of $y$ is given by

$$V(y) = \int_{\mathcal{S}_{su}} [E(y) - f(x)]^2d_{su}(x)dV_{su}, \quad (1.7)$$

where $E(y)$ denotes the expected value of $y$ and is given by

$$E(y) = \int_{\mathcal{S}_{su}} f(x)d_{su}(x)dV_{su}. \quad (1.8)$$

Fig. 1. Use of CDFs and CCDFs to represent uncertainty in model predictions.
Sensitivity analysis can then be viewed as a decomposition of \(V(y)\) into components due to the individual elements of \(x\), with the size of these components then providing an indication of variable importance. However, as will be discussed, not all sensitivity analysis procedures are mathematically equivalent to a variance decomposition problem. A variety of sensitivity measures based on Latin hypercube sampling will be presented.

2. Techniques for uncertainty and sensitivity analysis

The use of Latin hypercube sampling constitutes part of what is often called a Monte Carlo procedure for the propagation of uncertainty. In addition, there exist a number of other procedures that are also used for the propagation of uncertainty, including differential analysis, response surface methodology (RSM), the Fourier amplitude sensitivity test (FAST) and the closely related Sobol’ variance decomposition, and fast probability integration (FPI). To provide perspective on, and a context for, the use of Latin hypercube sampling, the preceding procedures are briefly summarized in this section.

2.1. Monte Carlo analysis

In Monte Carlo analysis, a probabilistically based sampling procedure is used to develop a mapping from analysis inputs to analysis results. This mapping then provides a basis for both the evaluation of the integral in Eq. (1.4) (i.e. uncertainty analysis) and the evaluation of the effects of individual elements of \(x\) on \(y = f(x)\) (i.e. sensitivity analysis). Specifically, a sample

\[
x_i = [x_{i1}, x_{i2}, \ldots, x_{iN}], \quad i = 1, 2, \ldots, nS,
\]

of size \(nS\) is generated from \(\mathcal{S}_{su}\) in consistency with the distributions in Eq. (1.2) (i.e. in consistency with the definition of the probability space \((\mathcal{S}_{su}, \mathcal{F}_{su}, P_{su})\)). A number of possible sampling procedures exist, including random sampling, stratified sampling, and Latin hypercube sampling (see Section 3). The preceding sampling procedures are probabilistically based in the sense that weights

\[
w_i, \quad i = 1, 2, \ldots, nS,
\]

exist such that the result obtained with sample element \(x_i\) can be used in conjunction with the weight \(w_i\) to obtain quantities such as expected values, variances and other entities that derive from integration over \(\mathcal{S}_{su}\). For random sampling and also Latin hypercube sampling, \(w_i\) is the reciprocal of the sample size (i.e. \(w_i = 1/nS\)); for stratified sampling, \(w_i\) is determined by the probability of the stratum (i.e. subset of \(\mathcal{S}_{su}\)) from which \(x_i\) was sampled and the number of samples taken from that stratum.

Once the sample in Eq. (2.1) is generated, evaluation of \(f\) creates the following mapping from analysis inputs to analysis results:

\[
[x_i, y_i], \quad i = 1, 2, \ldots, nS,
\]

where \(y_i = f(x_i)\). Then, the integrals in Eqs. (1.4), (1.7) and (1.8) can be approximated by

\[
\text{prob}(y > Y) \approx \frac{\text{prob}(y > Y)}{\text{prob}(y > Y)} = \sum_{i=1}^{nS} \delta(y_i)w_i
\]

(2.4)

\[
E(y) \approx E(y) = \sum_{i=1}^{nS} y_iw_i
\]

(2.5)

\[
V(y) \approx V(y) = \sum_{i=1}^{nS} [E(y) - y_i]^2 w_i.
\]

(2.6)

The distribution function approximated in Eq. (2.4) provides the most complete representation of the uncertainty in \(y\) that derives from the distributions in Eq. (1.2) and hence from the probability space \((\mathcal{S}_{su}, \mathcal{F}_{su}, P_{su})\). The expected value and variance approximated in Eqs. (2.5) and (2.6) provide a summary of this distribution but with the inevitable loss of resolution that occurs when the information contained in \(2nS\) numbers (i.e. in the \(y_i\) and \(w_i\)) is mapped into two numbers. For random sampling, use of \(w_i = 1/(nS - 1)\) in Eq. (2.6) results in an unbiased estimate for \(V(y)\).

The mapping in Eq. (2.3) can be explored with various techniques to determine the effects of the individual elements of \(x\) on \(y\). For example, scatterplots based on the points

\[
[x_j, y_i], \quad i = 1, 2, \ldots, nS,
\]

(2.7)

for each element \(x_j\) of \(x\) may completely reveal the relationships between the \(x_j\) and \(y\) (Fig. 2). Another possibility is to use the results in Eq. (2.3) and least squares techniques to construct a regression model of the form

\[
y = b_0 + \sum_{j=1}^{nS} b_jx_j
\]

(2.8)

that relates \(y\) to the \(x_j\). Various aspects of this model and the construction process that produced it can then be used to infer the relationships between the \(x_j\) and \(y\). The preceding and other techniques for sensitivity analysis in conjunction with Monte Carlo procedures are discussed in more detail in Section 6.

Monte Carlo procedures for the propagation of uncertainty are very popular and many examples of their use exist [33–47]. Further, Monte Carlo procedures find a wide variety of applications in the sciences and a very extensive literature exists [48–60].

2.2. Differential analysis

Differential analysis is based on the partial derivatives of \(f\) with respect to the elements of \(x\). In its simplest form, differential analysis involves approximating the model by
the Taylor series
\[ y(x) = f(x_0) + \sum_{j=1}^{nX} \frac{\partial f(x_0)}{\partial x_j} [x_j - x_{j0}], \tag{2.9} \]
where \( x_0 = [x_{10}, x_{20}, \ldots, x_{nX0}] \) is a vector of base-case values for the \( x_j \) (e.g. the expected values for the \( x_j \) defined by the distributions in Eq. (1.2)).

Once the approximation in Eq. (2.9) is determined, variance propagation formulas can be used to determine the uncertainty in \( y \) that results from the distributions in Eq. (1.2). In particular,
\[ E(y) = y(x_0) + \sum_{j=1}^{nX} \frac{\partial f(x_0)}{\partial x_j} E(x_j - x_{j0}) = y(x_0) \tag{2.10} \]
and
\[ V(y) = \sum_{j=1}^{nX} \left[ \frac{\partial f(x_0)}{\partial x_j} \right]^2 V(x_j) + 2 \sum_{j=1}^{nX} \sum_{k=j+1}^{nX} \frac{\partial f(x_0)}{\partial x_j} \frac{\partial f(x_0)}{\partial x_k} \text{Cov}(x_j, x_k), \tag{2.11} \]
where \( E, V \) and Cov denote expected value, variance and covariance, respectively. If the \( x_j \) are uncorrelated, then
\[ V(y) = \sum_{j=1}^{nX} \left[ \frac{\partial f(x_0)}{\partial x_j} \right]^2 V(x_j). \tag{2.12} \]

Thus, the Taylor series in Eq. (2.9) leads to approximations of the expected value and variance for \( y \) that result from the distributions in Eq. (1.2). Differential analysis does not lead very naturally to an approximation for the CDF or CCDF for \( y \), although such approximations could be obtained by using a Monte Carlo simulation of the Taylor series in Eq. (2.9).

The determination of expected values, variances and possibly CDFs or CCDFs constitutes the uncertainty analysis component of differential analysis. Sensitivity analysis is based on the use of the partial derivatives associated with a Taylor series to determine the effects of the individual elements of \( x \) on \( y \). For example, if the Taylor series in Eq. (2.9) is used and the elements of \( x \) are independent, then the fractional contribution of \( x_j \) to the variance of \( y \) can be approximated by
\[ V(y|x_j) \approx \left[ \frac{\partial f(x_0)}{\partial x_j} \right]^2 V(x_j)/V(y), \tag{2.13} \]
with \( V(y) \) being obtained from the approximation in Eq. (2.12). An ordering of the \( x_j \) on the basis of the size of the fractional contributions \( V(y|x_j) \) provides a ranking of variable importance on the basis of how much of the variance of \( y \) can be accounted for by each element of \( x \).

Normalization of the partial derivatives in the Taylor series in Eq. (2.9) provides a basis for another approach to assessing the importance of individual elements of \( x \). In particular, the following normalizations are possible:
\[ \frac{y(x) - y(x_0)}{y(x_0)} = \sum_{j=1}^{nX} \left[ \frac{\partial f(x_0)}{\partial x_j} \right] \frac{x_j}{y(x_0)} \left[ \frac{x_j - x_{j0}}{x_{j0}} \right] \tag{2.14} \]
and
\[ \frac{y(x) - y(x_0)}{SD(y)} = \sum_{j=1}^{nX} \left[ \frac{\partial f(x_0)}{\partial x_j} \right] \frac{SD(x_j)}{SD(y)} \left[ \frac{x_j - x_{j0}}{SD(x_j)} \right], \tag{2.15} \]
where \( SD \) denotes standard deviation, \( SD(y) \) is estimated from Eq. (2.12), and no problem with respect to division by zero exists. The normalized coefficients
\[ C_{bc}(x_j) = [\partial f(x_0)/\partial x_j] (x_j/y(x_0)], \quad j = 1, 2, \ldots, nX, \tag{2.16} \]
from Eq. (2.14) provide a ranking of variable importance based on equal fractional changes from base-case values \(x_{j0}\) and thus incorporate no distributional information about the elements of \(x\). The normalized coefficients

\[
C_{as}(x_j) = \left[ \frac{\partial f(x_0)}{\partial x_j} \right] \left[ \frac{\text{SD}(x_j)}{\text{SD}(y)} \right], \quad j = 1, 2, \ldots, nX,
\]

(2.17)

from Eq. (2.15) provide a ranking of variable importance based on changes from base-case values \(x_{j0}\) that are equal fractions of the standard deviation \(\text{SD}(x_j)\) of \(x_j\). Thus, unlike rankings of variable importance with the coefficients in Eq. (2.16), rankings with the coefficients in Eq. (2.17) incorporate the distributional assumptions for the elements of \(x\).

The quality of results obtained in a differential analysis is limited by the quality of the underlying Taylor series approximation. In particular, if \(y\) is a nonlinear function of the elements of \(x\), then the first-order Taylor series approximation in Eq. (2.9) may provide a poor representation of the relationships between \(y\) and the elements of \(x\). Better approximations to \(y\) can be obtained by using higher-order Taylor series. For example, a second-order approximation has the form

\[
y(x) = y(x_0) + \sum_{j=1}^{nX} \left[ \frac{\partial f(x_0)}{\partial x_j} \right] \left[ x_j - x_{j0} \right] + \frac{1}{2} \sum_{j=1}^{nX} \sum_{k=1}^{nX} \left[ \frac{\partial^2 f(x_0)}{\partial x_j \partial x_k} \right] \left[ x_j - x_{j0} \right] \left[ x_k - x_{k0} \right],
\]

(2.18)

If the preceding approximation to \(y(x)\) is used, the elements of \(x\) are uncorrelated, and fourth-order and higher-order terms are ignored in the derivation of \(V(y)\), then the following estimates for the expected value and variance of \(y\) are obtained:

\[
E(y) = y(x_0) + \frac{1}{2} \sum_{j=1}^{nX} \left[ \frac{\partial^2 f(x_0)}{\partial x_j^2} \right] V(x_j)
\]

(2.19)

and

\[
V(y) = \sum_{j=1}^{nX} \left[ \frac{\partial f(x_0)}{\partial x_j} \right]^2 V(x_j) + \sum_{j=1}^{nX} \sum_{k=1}^{nX} \left[ \frac{\partial^2 f(x_0)}{\partial x_j \partial x_k} \right] \mu_{x_j}(x_k),
\]

(2.20)

where \(\mu_{x_j}(x_k)\) denotes the third central moment of \(x_j\). As higher-order terms and correlations between the elements of \(x\) are included, the approximations to the expected value and variance for \(y\) rapidly become very complicated [61–64].

Differential analysis has long played a prominent role in the propagation and analysis of uncertainty [65–70]. Usually, the most difficult part of a differential analysis is determining the necessary partial derivatives. As a result, much of the research related to differential analysis has been devoted to the development of techniques for the determination of these derivatives, including adjoint techniques [71–74], Green’s function techniques [75–78], and various numerical techniques [79,80]. Automatic differentiation techniques are maturing and can now be applied to quite complex programs, which greatly facilitates the implementation of derivative-based analyses [81–88].

### 2.3. Response surface methodology

Response surface methodology (RSM) is similar to Monte Carlo analysis except that an experimental design is used to select model input. A variety of possible designs exist, including factorial, fractional factorial, central composite, Plackett-Burman, and many more. Usually, the design selected depends on many factors, including properties of the model and the type of results desired from subsequent uncertainty and sensitivity analyses.

The experimental design results in a selection of points

\[
x_i = [x_{i1}, x_{i2}, \ldots, x_{inX}], \quad i = 1, 2, \ldots, nS,
\]

(2.21)

from the \(\mathcal{S}_{u}\). However, the distributions in Eq. (1.2), and hence the probability space \((\mathcal{S}_{u}, \Xi_{u}, p_{u})\), do not play a direct role in the selection of the \(x_i\). Rather, these points are typically selected on the basis of the ranges of the individual \(x_j\) contained in \(x\) (e.g. a low, central and high value for each \(x_j\)). As a result, there is not a probabilistic weight that can be associated with each design point in Eq. (2.21) as there is with the sample elements in Eq. (2.1).

After the design points in Eq. (2.21) are selected, evaluation of \(f\) for these points creates a mapping between model input and model results of the form shown in Eq. (2.3). However, because probabilistic weights cannot be assigned to the design points, uncertainty results of the form indicated in Eqs. (2.4)–(2.6) cannot be obtained directly from these evaluations. Rather, as an intermediate step, a response surface of the form indicated in Eq. (2.8) is constructed; more complex constructions are also possible. Once constructed, this response surface can be used in a Monte Carlo simulation with the distributions in Eq. (1.2) to estimate the uncertainty in \(y\). Or, as an alternative, expected values and variances can be determined with propagation procedures similar to those shown in Eqs. (2.10)–(2.12).

The response surface in Eq. (2.8) is analogous to the Taylor series in Eq. (2.9). Specifically, each is a linear approximation to the model \(y = f(x)\) indicated in Eq. (1.3). As a result, sensitivity analysis in RSM can be carried out in the same manner as sensitivity analysis in differential analysis. Specifically, sensitivity measures of the type indicated in Eqs. (2.13)–(2.17) can be calculated for a regression model of the form indicated in Eq. (2.8) and derived from the mapping

\[
[x_i, y(x_i)], \quad i = 1, 2, \ldots, nS,
\]

(2.22)

associated with the design points in Eq. (2.21). In the context of the regression model in Eq. (2.8), the normalized
coefficients in Eqs. (2.15) and (2.17) are known as standardized regression coefficients (SRCs).

An extensive literature exists on experimental designs for use in RSM [89–101], and many examples of the use of RSM in uncertainty and sensitivity analysis exist [102–108]. In a related but somewhat different problem, RSM is widely used in optimization problems, with this area of application actually being the source from which RSM developed [109–113]. In addition, several books related to RSM are also available [114–117].

2.4. Fourier amplitude sensitivity test and Sobol’ variance decomposition

The variance $V(y)$ associated with the model $y = f(x)$ in Eq. (1.3) is formally defined by the integral in Eq. (1.7). Although different in computational details, analyses based on both FAST [118–120] and the Sobol’ variance decomposition [121] involve a decomposition of $V(y)$ into components due to individual variables and interactions between individual variables. Specifically, $V(y)$ can be decomposed into the form

$$V(y) = \sum_{1 \leq j \leq nX} V_j + \sum_{1 \leq j < k \leq nX} V_{jk} + \cdots + V_{1,2,\ldots,nX}$$  \hspace{1cm} (2.23)

under the assumption that the $x_j$ are independent, where $V_j$ is the part of $V(y)$ due solely to $x_j$, $V_{jk}$ is the part of $V(y)$ due to the interaction of $x_j$ and $x_k$, and $V_{1,2,\ldots,nX}$ is the part of $V(y)$ due to the interaction of $x_1, x_2, \ldots, x_{nX}$.

Once the decomposition in Eq. (2.23) is available, various sensitivity measures such as

$$s_j = V_j/V(y)$$  \hspace{1cm} (2.24)

$$s_{jk} = V_{jk}/V(y)$$  \hspace{1cm} (2.25)

$$s_{jT} = \left( V_j + \sum_{l \leq k \leq l \leq nX, \text{or} l = j} V_{lj} + \cdots + V_{1,2,\ldots,nX} \right)/V(y)$$  \hspace{1cm} (2.26)

can be defined, where $s_j$ is the fraction of $V(y)$ due solely to $x_j$, $s_{jk}$ is the fraction of $V(y)$ due to the interaction of $x_j$ and $x_k$, and $s_{jT}$ is the fraction of $V(y)$ due to $x_j$ or the interaction of $x_j$ with other variables.

In the FAST approach, the multidimensional integrals in Eqs. (1.7) and (1.8) that define $V(y)$ and $E(y)$ are converted to the one-dimensional integrals through the construction of an appropriate space-filling curve

$G(s) = [G_1(\sin \omega_1 s), G_2(\sin \omega_2 s), \ldots, G_{nX}(\sin \omega_{nX} s)]$  \hspace{1cm} (2.27)

in $\mathcal{S}_w$, where the $G_i$ and $\omega_i$ are suitably defined functions and integers, respectively. Then,

$$E(y) \approx \frac{1}{2\pi} \int_{-\pi}^{\pi} f[G(s)]ds$$  \hspace{1cm} (2.28)

and

$$V(y) \approx \frac{1}{2\pi} \int_{-\pi}^{\pi} f^2[G(s)]ds - E^2(y).$$  \hspace{1cm} (2.29)

In general, some type of numerical procedure (e.g. Monte Carlo) is required to evaluate the integrals in Eqs. (2.28) and (2.29).

The following relationship can be established by using properties of the Fourier series representation for $f$:

$$V(y) = \sum_{k=1}^{\infty} (A_k^2 + B_k^2),$$  \hspace{1cm} (2.30)

where

$$A_k = \frac{1}{\pi} \int_{-\pi}^{\pi} f[G(s)]\cos(ks)ds$$

$$B_k = \frac{1}{\pi} \int_{-\pi}^{\pi} f[G(s)]\sin(ks)ds.$$  \hspace{1cm}

Further, $V_j$ can be approximated by

$$V_j = \sum_{k=1}^{\infty} (A_{k+j}^2 + B_{k+j}^2).$$  \hspace{1cm} (2.31)

where $\omega_j$ is the integer associated with $G_j$ in Eq. (2.27) in the conversions from multidimensional integrals to one-dimensional integrals in Eqs. (2.28) and (2.29). Thus, the approximation

$$s_j = V_j/V(y) \approx \sum_{k=1}^{\infty} (A_{k+j}^2 + B_{k+j}^2)/\sum_{k=1}^{\infty} (A_k^2 + B_k^2)$$  \hspace{1cm} (2.32)

follows from Eqs. (2.30) and (2.31).

In analyses based on the Sobol’ variance decomposition, $E(y)$ and $V(y)$ are typically approximated by Monte Carlo techniques as indicated in Eqs. (2.5) and (2.6). Further, the individual terms, $V_j$, $V_{jk}$, $V_{dj}$, ..., $V_{1,2,\ldots,nX}$ in the decomposition of $V(y)$ in Eq. (2.23) are defined by multiple integrals involving the elements $x_j$ of $x$. For example,

$$V_j = \int_{\mathcal{S}_w} \left[ \prod_{l \in I(\neg j)} f(x) \prod_{l \in I(j)} d_l(x_l)dx_l \right]^2 \times d_j(x_j)dx_j - E^2(y)$$  \hspace{1cm} (2.33)

$$V_{jk} = \int_{\mathcal{S}_w} \left[ \prod_{l \in I(\neg j, \neg k)} f(x) \prod_{l \in I(j, \neg k)} d_l(x_l)dx_l \right]^2 \times d_j(x_j)d_k(x_k) \times d_j(x_j)dx_j - V_j - V_k - E^2(y),$$  \hspace{1cm} (2.34)

where, as indicated earlier, the $x_j$ are assumed to be independent, $(\mathcal{S}_w, \mathcal{E}_w, p_j)$ is the probability space characterizing the uncertainty in $x_j$, $d_j$ is the density function associated with $(\mathcal{S}_w, \mathcal{E}_w, p_j)$, $I(\neg j)$ and $I(j, \neg k)$ denote the subsets of $I = \{1,2,\ldots,nX\}$ that result from the deletion of $[j]$ and $[j, k]$, respectively, and the use of the product symbol.
defines a surface in rather than \( S \) distributed, (ii) mean zero and standard deviation one, and normally

The integrals in Eqs. (2.33) and (2.34) are quite complex and in practice must be evaluated with some type of numerical procedure (e.g. Monte Carlo [121], the Winding Stairs sampling scheme [122–124], or simplifying approximations to \( f \) [125]). Once the necessary integrals, and hence \( V_j \) and \( V_{jk} \), are evaluated, \( s_j \) and \( s_{jk} \) can be determined as indicated in Eqs. (2.24) and (2.25).

The determination of \( V_{jkl}, V_{jklm}, \ldots, V_{12,\ldots,nn} \) with either the FAST approach or Sobol’ indices is very demanding computationally and typically is not done. However, relatively efficient procedures exist to evaluate the total effect sensitivity measure with both the FAST approach [126] and the Sobol’ variance decomposition [127].

Additional information on the FAST approach and Sobol’ variance decomposition is available in a number of publications [118–121,125–133]. Further, a conceptually equivalent approach based on analysis of variance has also been developed [134–137] and has the desirable feature of allowing correlations between the elements of \( \mathbf{x} \) [135–137].

2.5. Fast probability integration

Fast probability integration (FPI) is based on the use of analytic procedures to evaluate distribution functions [138, 139]. Specifically, the following approximation procedure is used:

\[
\text{prob}(y > Y) = \int_{\mathcal{S}_{uu}} \delta_t[f(\mathbf{x})]d_{sa}(\mathbf{x})dV_{su} \\
= \int_{\mathcal{S}_{uu}} \delta_t[f_n(\mathbf{u})]d_{sa}(\mathbf{u})dV_{su,n} \\
\neq \text{erfc}(\bar{\beta}/\sqrt{2})/2, 
\]  

(2.35)

where (i) \( (\mathcal{S}_{uu,n}, \mathcal{S}_{uu,n}, p_{uu,n}) \) represents the probability space that results when the elements \( s_j \) of the vectors \( \mathbf{x} \) associated with \( (\mathcal{S}_{uu}, \mathcal{S}_{uu}, p_{uu}) \) are transformed to elements \( u_j \) of \( \mathbf{u} \) that are mutually independent, standardized to mean zero and standard deviation one, and normally distributed, (ii) \( f_n \) denotes the reformulation of \( f \) that uses \( \mathbf{u} \) rather than \( \mathbf{x} \) as its argument, and (iii) \( \bar{\beta} \) is related to the most probable point (MPP) for which \( f_n(\mathbf{u}) = Y \) as described below and erfc is the complementary error function (i.e. \( \text{erfc}(x) = (2/\sqrt{\pi}) \int_x^\infty \exp(-t^2)dt \)).

The equality

\[
f_n(\mathbf{u}) = Y
\]  

(2.36)
defines a surface in \( \mathcal{S}_{uu,n} \) (see Fig. 1, Ref. [138]). The MPP \( \mathbf{u}_0 = [u_{10}, u_{20}, \ldots, u_{nX,0}] \) is the point on this surface that is closest to the origin in \( \mathcal{S}_{uu,n} \). In turn, \( \bar{\beta} \) is given by

\[
\beta = \|\mathbf{u}_0\| = [u_{10}^2 + u_{20}^2 + \cdots + u_{nX,0}^2]^{1/2}
\]  

(2.37)

and equals the distance from \( \mathbf{u}_0 \) to the origin. The outcome of this approach is that prob\((y > Y)\) is being approximated by the probability of the part of \( \mathcal{S}_{uu,n} \) that is cut off by a hyperplane that passes through the MPP \( \mathbf{u}_0 \) and is tangent to the surface defined by Eq. (2.36).

There are two major components to the implementation of an analysis based on FPI. First, the distributions indicated in Eq. (1.2) must be transformed to independent, normal distributions with mean zero and standard deviation one. Second, the MPP \( \mathbf{u}_0 \) associated with each probability prob\((y > Y)\) under consideration must be determined. This determination is typically based on search procedures using the partial derivatives of \( f_n \) with respect to the individual elements of \( \mathbf{u} \). In addition, more sophisticated approximations to the surface at the MPP \( \mathbf{u}_0 \) than a hyperplane, and hence more sophisticated approximations to prob\((y > Y)\), can be developed. Although FPI is primarily used for uncertainty analysis, it can support some types of sensitivity analysis (Section 2.4, Ref. [138]).

Additional information on FPI and related techniques is available from a number of sources [138–147].

2.6. Comparison of techniques

All techniques have positive and negative features, and no single technique is optimum for all situations. In the following, the positive and negative features of the individual techniques are briefly reviewed.

Monte Carlo techniques are based on the use of a probabilistic procedure to select model input and result in a mapping between analysis inputs and analysis outcomes that is then used to produce uncertainty and sensitivity analysis results. Desirable features of Monte Carlo analysis include (i) extensive sampling from the ranges of the uncertain variables, (ii) uncertainty results that are obtained without the use of surrogate models (e.g. Taylor series in differential analysis and response surfaces in RSM), (iii) extensive modifications of, or manipulations with, the original model are not required (i.e. as is the case for the other techniques), (iv) the extensive sampling from the individual variables facilitates the identification of non-linearities, thresholds and discontinuities, (v) a variety of sensitivity analysis procedures are available, and (vi) the approach is conceptually simple, widely used, and easy to explain. The major drawback is computational cost. This is especially the case if long-running models are under consideration or probabilities very close to zero or one must be estimated.

Differential analysis is based on developing a Taylor series approximation to the model under consideration. Desirable properties of differential analysis include (i) the effects of small perturbations away from the base-case value at which the Taylor series is developed are revealed, (ii) uncertainty and sensitivity analyses based on variance propagation are straightforward once the Taylor series is developed, (iii) techniques (e.g. adjoint, Green’s function,
specialized compilers) exist to facilitate the calculation of derivatives, and (iv) the approach has been widely studied and applied. There are two primary drawbacks: (i) differential analysis is inherently local, and (ii) a differential analysis can be difficult to implement and can require large amounts of human and/or computational time.

Response surface methodology (RSM) is based on using an experimental design to select model input and then developing a response surface replacement for the original model that is used in subsequent uncertainty and sensitivity analyses. Desirable properties of RSM include (i) complete control over the structure of the model input through the experimental design selected for use, (ii) near optimum choice for a model whose predictions are known to be a linear or quadratic function of the input variables, (iii) uncertainty and sensitivity analyses are straightforward once the necessary response surface replacement has been developed, and (iv) experimental designs for use in RSM have been widely studied. Drawbacks to RSM include (i) difficulty of developing an appropriate experimental design, (ii) use of a limited number of values for each input variable, (iii) possible need for a large number of design points, (iv) difficulties in detecting thresholds, discontinuities and nonlinearities, (v) difficulty in including correlations and restrictions between input variables, and (vi) difficulty in constructing an appropriate response surface approximation to the model under consideration.

The FAST approach and Sobol’ variance decomposition are based on a direct decomposition of variance into the parts contributed by individual variables. Desirable properties of the FAST approach and Sobol’ variance decomposition include (i) full range of each input variable is explored, (ii) estimation of expected value and variance is by direct calculation rather than by use of a surrogate model, (iii) fractional contribution of each variable to total variance is determined, (iv) effects of variable interactions can be determined, (v) sensitivity analysis is not predicated on a search for linear or monotonic relationships, and (vi) modifications to the original model are not required. Drawbacks include (i) the mathematics is complicated and difficult to explain, (ii) the approaches are not widely known and applied, (iii) evaluating the required integrals can be both complex and computationally demanding, and (iv) correlations cannot be imposed on the input variables.

Fast probability integration (FPI) is based on the use of analytic procedures to evaluate distribution functions. The desirable feature of FPI is that it allows the estimation of the tails of a distribution without the estimation of the full distribution. This has the potential to require less computation than the use of Monte Carlo procedures to estimate the same tail probabilities. Less desirable features are that (i) the underlying mathematics is complicated and difficult to explain, (ii) the calculation of the partial derivatives required in the approach can be computationally demanding, and (iii) the approach is not appropriate for the calculation of full distributions or the consideration of distributions for a large number of different variables. Further, the approach is primarily one of uncertainty analysis and lacks associated sensitivity analysis procedures.

This review considers the use of Monte Carlo techniques in general and Latin hypercube sampling in particular in analyses that involve the propagation of uncertainty through complex systems. Although a variety of techniques exist for the propagation of uncertainty as previously indicated, Monte Carlo techniques provide the most effective approach to the propagation and analysis of uncertainty in many situations for various combinations of the following reasons: (i) large uncertainties are often present and a sampling-based approach provides a full coverage of the range of each uncertain variable, (ii) modification of the model is not required, (iii) direct estimates of distribution functions are provided, (iv) analyses are conceptually simple and logistically easy to implement, (v) analysis procedures can be developed that allow the propagation of results through systems of linked models, and (vi) a variety of sensitivity analysis procedures are available. Latin hypercube sampling is often the preferred sampling procedure in Monte Carlo analyses due to the efficient manner in which it stratifies across the range of each sampled variable.

3. Random, stratified and Latin hypercube sampling

3.1. Description of sampling techniques

In Monte Carlo analysis, some type of sampling procedure must be used to generate the sample in Eq. (2.1). The simplest procedure is random sampling. With random sampling from uncorrelated variables, each sample element is generated independently of all other sample elements, and the probability that this element will come from a particular subset of \( \mathcal{F}_{\omega} \) (i.e. \( \omega \in \mathcal{E}_{\omega} \)) is equal to the probability of that subset (i.e. \( p_{\omega}(\omega) \)).

The nature of a random sample will be illustrated for \( x = [U, V] \), U assigned a uniform distribution on [0, 10], V assigned a triangular distribution and a mode of 8 on [0, 10], and \( nS = 5 \). The sample is generated by independently sampling five random numbers \( RU(1), RU(2), ..., RU(5) \) from a uniform distribution on [0, 1] and then using the CDF for U to obtain five values \( U(1), U(2), ..., U(5) \) for U (Fig. 3a). Similarly, random sampling is again used to obtain an additional five independent random numbers \( RV(1), RV(2), ..., RV(5) \) from a uniform distribution on [0, 1], and the CDF for V is used to obtain five values \( V(1), V(2), ..., V(5) \) for V (Fig. 3b). Then, \( x_i = [U(i), V(i)], \quad i = 1, 2, ..., 5 \) constitutes a random sample of size \( nS = 5 \) generated in consistency with the distributions assigned to U and V.
The generation of a random sample $x_i = \frac{1}{2} x_{i1}, \ldots, x_{iX}, \ldots, x_{inX}$ when $x$ has dimension $nX > 2$ is carried out in an analogous manner.

The generation of a random sample in multiple dimensions ultimately depends on being able to generate uniformly distributed random numbers from the interval $[0, 1]$. The generation of such random numbers has been widely studied and discussed [57,148–150]. As an aside, such numbers are often called pseudorandom numbers because they are generated by reproducible algorithmic processes rather than in a truly random manner. For this presentation, the capability to generate random numbers is taken for granted and discussed no further.

With random sampling, there is no assurance that a sample element will be generated from any particular subset of the sample space $\mathcal{S}_u$. In particular, important subsets of $\mathcal{S}_u$ with low probability but high consequences are likely to be missed. Stratified sampling, or importance sampling as it is also sometimes called, provides a way to mitigate this problem by specifying subsets of $\mathcal{S}_u$ from which sample elements will be selected. Specifically, $\mathcal{S}_u$ is exhaustively subdivided into a collection $\mathcal{E}_1, \mathcal{E}_2, \ldots, \mathcal{E}_m$ of disjoint subsets (i.e. $\bigcup_{k=1}^{m} \mathcal{E}_k = \mathcal{S}_u$ and $\mathcal{E}_p \cap \mathcal{E}_q = \emptyset$ for $p \neq q$) (Fig. 4). The $\mathcal{E}_k$ constitute the strata associated with the sampling procedure. Then, the corresponding sample (i.e. the stratified or importance sample)

$$x_i = [x_{i1}, x_{i2}, \ldots, x_{iX}], \quad i = 1, 2, \ldots, nS = \sum_{k=1}^{m} n\mathcal{E}_k,$$

is obtained by randomly sampling $n\mathcal{E}_k$ sample elements from strata $\mathcal{E}_k$. The preceding sampling is carried out conditional

(Fig. 3c). The generation of a random sample

$$x_i = [x_{i1}, x_{i2}, \ldots, x_{iX}], \quad i = 1, 2, \ldots, nS,$$

when $x$ has dimension $nX > 2$ is carried out in an analogous manner.

The generation of a random sample in multiple dimensions ultimately depends on being able to generate uniformly distributed random numbers from the interval $[0, 1]$. The generation of such random numbers has been widely studied and discussed [57,148–150]. As an aside, such numbers are often called pseudorandom numbers because they are generated by reproducible algorithmic processes rather than in a truly random manner. For this presentation, the capability to generate random numbers is taken for granted and discussed no further.

With random sampling, there is no assurance that a sample element will be generated from any particular subset of the sample space $\mathcal{S}_u$. In particular, important subsets of $\mathcal{S}_u$ with low probability but high consequences are likely to be missed. Stratified sampling, or importance sampling as it is also sometimes called, provides a way to mitigate this problem by specifying subsets of $\mathcal{S}_u$ from which sample elements will be selected. Specifically, $\mathcal{S}_u$ is exhaustively subdivided into a collection $\mathcal{E}_1, \mathcal{E}_2, \ldots, \mathcal{E}_m$ of disjoint subsets (i.e. $\bigcup_{k=1}^{m} \mathcal{E}_k = \mathcal{S}_u$ and $\mathcal{E}_p \cap \mathcal{E}_q = \emptyset$ for $p \neq q$) (Fig. 4). The $\mathcal{E}_k$ constitute the strata associated with the sampling procedure. Then, the corresponding sample (i.e. the stratified or importance sample)

$$x_i = [x_{i1}, x_{i2}, \ldots, x_{iX}], \quad i = 1, 2, \ldots, nS = \sum_{k=1}^{m} n\mathcal{E}_k,$$

is obtained by randomly sampling $n\mathcal{E}_k$ sample elements from strata $\mathcal{E}_k$. The preceding sampling is carried out conditional
on the restriction of \( x \) to \( \delta_k \). Further, if \( x_i \in \delta_k \), then the corresponding weight \( w_i \) for use in probabilistic calculations is given by \( w_i = p_m(\delta_k)nI_k \). In most applications, \( nI_k = 1 \), and so the sample size \( nS \) is equal to the number of strata and \( w_i = p_m(\delta_k) \) for \( x_i \in \delta_k \).

Stratified sampling has the advantage of forcing the inclusion of specified subsets of \( S \) while maintaining the probabilistic character of random sampling. Indeed, it can be argued that stratified sampling is always the best procedure to use when enough information is available for its appropriate implementation. A major problem associated with stratified sampling is the necessity of defining the strata \( \delta_1, \delta_2, \ldots, \delta_M \) and also calculating their probabilities. Both of these requirements are avoided when random sampling is used. When the dimensionality of \( S \) is high, the determination of strata and strata probabilities becomes a major undertaking. The event tree and fault procedures that underlie many large analyses can be viewed as algorithms to determine the strata and strata probabilities for use in a stratified sampling procedure. These determinations are further complicated when many analysis outcomes are under consideration (i.e. when \( y \) in Eq. (1.1) is of high dimension); in particular, strata definitions that are appropriate for one analysis outcome may be inappropriate for other analysis outcomes. A complicating problem is that all the analysis outcomes that will be studied in the course of an analysis may not even be known at the beginning of the analysis.

Latin hypercube sampling can be viewed as a compromise procedure that incorporates many of the desirable features of random sampling and stratified sampling and also produces more stable analysis outcomes than random sampling. Like random and stratified sampling, Latin hypercube sampling is a probabilistic procedure in the sense that a weight (i.e. \( w_i = 1/nS \)) can be associated with each sample element that can be used in probabilistic calculations (i.e. in the estimation of the integrals in Eqs. (1.4)–(1.8)). Like random sampling, the implementation of Latin hypercube sampling is easier than the implementation of stratified sampling because it is not necessary to determine strata and strata probabilities. However, Latin hypercube sampling does have the property of densely stratifying across the range of each element of \( x \), which is a property closer to those possessed by stratified sampling. Thus, Latin hypercube sampling displays properties between random sampling, which involves no stratification, and stratified sampling, which stratifies on \( S \).

Latin hypercube sampling operates in the following manner to generate a sample of size \( nS \) from \( x = [x_1, x_2, \ldots, x_N] \) in consistency with the distributions \( D_1, D_2, \ldots, D_N \) indicated in Eq. (1.2) (i.e. in consistency with the probability space \( (S, \Xi, p_m) \)). The range of each variable (i.e. the \( x_i \)) is exhaustively divided into \( nS \) disjoint intervals of equal probability and one value is selected at random from each interval. The \( nS \) values thus obtained for \( x_1 \) are paired at random without replacement with the \( nS \) values obtained for \( x_2 \). These \( nS \) pairs are combined in a random manner without replacement with the \( nS \) values of \( x_3 \) to form \( nS \) triples. This process is continued until a set of \( nS \) \( nX \)-tuples is formed. These \( nX \)-tuples are of the form

\[
x_i = [x_{i1}, x_{i2}, \ldots, x_{i,nX}], \quad i = 1, 2, \ldots, nS,
\]

and constitute the Latin hypercube sample (LHS). The individual \( x_i \) must be independent for the preceding construction procedure to work; a method for generating Latin hypercube and random samples from correlated variables has been developed by Iman and Conover [151].

Fig. 4. Generation of a stratified sample of size \( nS = 10 \) with one random sample per strata (i.e. \( nI_k = 1 \)) from \( x = [U, V] \) with \( U \) uniform on \([0, 10]\) and \( V \) triangular on \([0, 10]\) with a mode of 8: (a) equal strata probability (i.e. \( p_m(\delta_k) = 0.1 \)), and (b) unequal strata probability (i.e. \( p_m(\delta_k) = 0.2, 0.2, 0.1, 0.1, 0.1, 0.06, 0.06, 0.06, 0.06, 0.06 \)).
and will be discussed in Section 5.1. Latin hypercube sampling is an extension of quota sampling [152] and can be viewed as an n-dimensional randomized generalization of Latin square sampling (Ref. [153], pp. 206–209).

The generation of an LHS is illustrated for \( x = [U, V] \) and \( n_S = 5 \) (Fig. 5). The ranges of \( U \) and \( V \) are subdivided into five intervals of equal probability, with this subdivision represented by the lines that originate at 0.2, 0.4, 0.6 and 0.8 on the ordinates of Figs. 5a and b, extend horizontally to the CDFs, and then drop vertically to the abscissas to produce the five indicated intervals. Random values \( U(1), U(2), \ldots, U(5) \) and \( V(1), V(2), \ldots, V(5) \) are then sampled from these intervals. The sampling of these random values is implemented by (i) sampling \( RU(1) \) and \( RV(1) \) from a uniform distribution on [0, 0.2], \( RU(2) \) and \( RV(2) \) from a uniform distribution on [0.2, 0.4], and so on, and then (ii) using the CDFs to identify (i.e. sample) the corresponding \( U \) and \( V \) values, with this identification represented by the dashed lines that originate on the ordinates of Figs. 5a and b, extend horizontally to the CDFs, and then drop vertically to the abscissas to produce \( U(1), U(2), \ldots, U(5) \) and \( V(1), V(2), \ldots, V(5) \). The generation of the LHS is then completed by randomly pairing (without replacement) the resulting values for \( U \) and \( V \). As this pairing is not unique, many possible LHSs can result, with the LHS in Fig. 5c resulting from the pairings \([U(1), V(4)], [U(2), V(2)], [U(3), V(1)], [U(4), V(5)], [U(5), V(3)]\) and the LHS in Fig. 5d resulting from the pairings \([U(1), V(5)], [U(2), V(1)], [U(3), V(3)], [U(4), V(4)], [U(5), V(2)]\).

The generation of an LHS for \( nS > 2 \) proceeds in a manner similar to that shown in Fig. 5 for \( nV = 2 \). The sampling of the individual variables for \( nS > 2 \) takes place...
in the same manner as shown in Figs. 5a and b. However, the \( nX \) variables define an \( nX \)-dimensional solid rather than a two-dimensional rectangle in the plane. Thus, Figs. 5c and d would involve a partitioning of an \( nX \)-dimensional solid rather than a rectangle.

### 3.2. Properties of sampling techniques

Random sampling, stratified sampling and Latin hypercube sampling are now discussed and compared. This discussion is derived from the study by McKay et al. [31]. For notational convenience, a single element \( y \) of the vector \( y \) in Eq. (1.1) is considered.

The following estimator is widely used in conjunction with random sampling:

\[
T(y_1, y_2, \ldots, y_{ns}) = (1/nS) \sum_{i=1}^{ns} g(y_i),
\]

where \( y_i = f(x_i) \) for the random sample appearing in Eq. (3.2) and \( g \) is an arbitrary function. If \( g(y) = y \), then \( T \) represents the sample mean, which is used to estimate the expected value \( E(y) \) of \( y \). If \( g(y) = y' \), then \( T \) represents an estimate for the \( r \)th sample moment, which is used in obtaining an estimate for the corresponding population moment. If \( g(y) = 1 \) for \( y = y' \) and \( g(y) = 0 \) otherwise, then \( T \) is an estimate of the quantile on the distribution function of \( y \) associated with \( y \). Let \( Y \) denote the expected value for the population of \( T \)s that results from repeated calculations with independent random samples of size \( nS \) from \( X \). McKay et al. [31] show that both stratified sampling and Latin hypercube sampling yield unbiased estimates for \( Y \), which is also the case for random sampling. That is, the expected value of repeated calculations of \( T \) with either sampling method is \( Y \).

For notational convenience, let \( T_R \), \( T_S \) and \( T_L \) represent estimates of \( Y \) (i.e. values of \( T \) calculated as shown in Eq. (3.5)) obtained with a random sample of size \( nS \), a stratified sample of size \( nS \) with all strata of equal probability and one random selection per strata, and an LHS of size \( nS \), respectively. Then, as shown by McKay et al. [31],

\[
\text{Var}(T_S) \leq \text{Var}(T_R),
\]

where \( \text{Var} \) represents the variance of \( T_S \) and \( T_R \) under repeated estimations. No direct means of comparing the variance of \( T_L \) and \( T_R \) appears to be known. However, the following result has been established by McKay et al. [31].

**Theorem 3.1.** If \( y = f(x_1, x_2, \ldots, x_{nx}) \) is monotonic in each of the \( x_j \) and \( g(y) \) is a monotonic function of \( y \), then

\[
\text{Var}(T_L) \leq \text{Var}(T_R).
\]

As indicated earlier, uncertainty analysis generally involves estimating the mean, variance and distribution function for the particular dependent variable under consideration. Estimates for these quantities with random sampling, stratified sampling, and Latin hypercube sampling are now considered. For each sampling method, the form for the estimator of the expected value of \( y \) is given by

\[
y = \hat{E}(y) = (1/nS) \sum_{i=1}^{ns} y_i,
\]

where \( y_i = f(x_i) \). To obtain this representation for the stratified sample, it is assumed that \( x_i \) comes from stratum \( \delta_i \), \( p_{wi}(\delta_i) = 1/nS \), and \( nI_i = 1 \). The symbols \( \bar{y}_R \), \( \bar{y}_S \) and \( \bar{y}_L \) are used to represent the value obtained in Eq. (3.8) with random sampling, stratified sampling, and Latin hypercube sampling, respectively. Each of \( \bar{y}_R \), \( \bar{y}_S \) and \( \bar{y}_L \) is an unbiased estimator of \( E(y) \).

The goodness of an unbiased estimator can be measured by its variance. As shown in McKay et al. [31],

\[
\text{Var}(\bar{y}_R) = (1/nS)\text{Var}(y),
\]

\[
\text{Var}(\bar{y}_S) = \text{Var}(\bar{y}_R) - (1/nS^2) \sum_{i=1}^{ns} (\mu_i - \mu)^2,\]

and

\[
\text{Var}(\bar{y}_L) = \text{Var}(\bar{y}_R) + \frac{nS-1}{nS^2} \sum_{i=1}^{ns} (\mu_i - \mu)(\mu_s - \mu),
\]

where

\[
\mu = E(y),
\]

\[
\mu_i = E(y|x \in \delta_i),
\]

in Eq. (3.10) for the stratified sample,

\[
\mu_s = E(y|x \in \text{cell } r),
\]

in Eq. (3.11) for the LHS, and \( \delta \) in Eq. (3.11) denotes the restricted space of all pairs \( (\mu_s, \mu_i) \) for which the associated cells have no coordinates in common. The cells being referred to in conjunction with Latin hypercube sampling in Eq. (3.11) are the \( nS^n \) possible combinations of intervals of equal probability used in the construction of the sample.

Each cell can be labeled by a set of coordinates

\[
m_r = [m_{r1}, m_{r2}, \ldots, m_{rnX}],
\]

where \( m_{rj} \) is the interval number for variable \( x_j \) associated with cell \( r \), \( r = 1, 2, \ldots, nS^nX \). The statement that cells \( r \) and \( s \) have no coordinate in common means that \( m_{rj} \neq m_{sj} \) for \( j = 1, 2, \ldots, nX \).

Comparison of Eqs. (3.9) and (3.10) shows that

\[
\text{Var}(\bar{y}_S) \leq \text{Var}(\bar{y}_R).
\]

The relationship between \( \text{Var}(\bar{y}_R) \) and \( \text{Var}(\bar{y}_L) \) is not easily ascertained by comparing Eqs. (3.9) and (3.11). However, the previously stated theorem by McKay et al. [31] (Theorem 3.1) implies that

\[
\text{Var}(\bar{y}_L) \leq \text{Var}(\bar{y}_R).
\]
when \( y = f(x_1, x_2, \ldots, x_N) \) is monotonic in each of the \( x_j \). In the example presented in McKay et al. [31], the sampling variability in \( y \) (i.e. \( \text{Var}(\hat{y}_L) \)) was considerably less than that for \( y_R \) or \( y_S \).

For each sampling method, the form for the estimator of the variance of \( y \) is given by

\[
S^2 = (1/nS) \sum_{i=1}^{nS} (y_i - \bar{y})^2
\]

(3.18)

and its expectation is given by

\[
E(S^2) = \text{Var}(y) - \text{Var}(\hat{y}),
\]

(3.19)

where \( \bar{y} \) is \( y_R \), \( y_S \) or \( y_L \), depending on which sampling technique is in use. For convenience, \( S_R^2, S_S^2 \) and \( S_L^2 \) are used to represent the values obtained in Eq. (3.18) for random sampling, stratified sampling (equal probability strata), and Latin hypercube sampling.

For the random sample, \( nS S_R^2/(nS - 1) \) is an unbiased estimator of the variance of \( y \). The bias in the case of stratified sampling is unknown. However, it follows from Eqs. (3.9), (3.16) and (3.19) that

\[
[(nS - 1)/nS] \text{Var}(y) \leq E(S_R^2) \leq \text{Var}(y).
\]

(3.20)

The bias in \( S_L^2 \) is also unknown. However, in a derivation analogous to the one used for Eq. (3.20), it follows from Eqs. (3.9), (3.17) and (3.19) that

\[
[(nS - 1)/nS] \text{Var}(y) \leq E(S_L^2) \leq \text{Var}(y)
\]

(3.21)

when \( y = f(x_1, x_2, \ldots, x_N) \) is monotonic in each of the \( x_j \). In the example given in McKay et al. [31], \( S_L^2 \) was found to have little bias and considerably less sampling variability than either random or stratified sampling.

For each sampling method, the form for the estimator of the distribution function of \( y \) is given by

\[
G(y) = (1/nS) \sum_{i=1}^{nS} u(y_i - y)
\]

(3.22)

where \( u(z) = 1 \) if \( z \geq 0 \) and \( u(z) = 0 \) otherwise. More specifically, \( G(y) \) is the estimator for the quantile on the distribution function associated with \( y \). The locus of points \( (y_i, G(y_i)) \) is the empirical distribution function associated with \( y_1, y_2, \ldots, y_n \). Since Eq. (3.22) is of the form shown in Eq. (3.5), the expected value of \( G(y) \) is the same under all three sampling plans. Under random sampling, \( G(y) \) is an unbiased estimator for the distribution function of \( y \), and so stratified and Latin hypercube sampling also provide unbiased estimates.

As shown in McKay et al. [31], the variances for the estimators in Eq. (3.22) are given by

\[
\text{Var}[G_R(y)] = (1/nS)D(y)[1 - D(y)],
\]

(3.23)

\[
\text{Var}[G_S(y)] = \text{Var}[G_R(y)] - (1/nS^2) \sum_{i=1}^{nS} [D_i(y) - D(y)]^2,
\]

(3.24)

and

\[
\text{Var}[G_L(y)] = \text{Var}[G_R(y)] + \frac{nS - 1}{nS^{3/2} + (nS - 1)^{3/2}} \times \sum_{i} [D_i(y) - D(y)][D_i(y) - D(y)],
\]

(3.25)

where \( G_R, G_S \) and \( G_L \) represent the estimator in Eq. (3.22) with random, stratified and Latin hypercube sampling, respectively, \( D \) represents the true distribution function for \( y \), \( D_R \) and \( D_L \) represent the distribution function for \( y \) conditional on \( x \) belonging to stratum \( i \) or cell \( r \) as appropriate (see Eqs. (3.13) and (3.14)), and \( \mathcal{S} \) represents the same restricted space that it did in Eq. (3.11).

The equality in Eq. (3.24) implies that

\[
\text{Var}[G_S(y)] \leq \text{Var}[G_R(y)].
\]

(3.26)

Thus, the variance in estimating \( D(y) \) with stratified sampling is less than that with random sampling. The relationship between \( \text{Var}[G_L(y)] \) and \( \text{Var}[G_R(y)] \) is not readily seen by comparing Eqs. (3.23) and (3.25). In the example given in McKay et al. [31], the sampling variability in \( G_L(y) \) (i.e. \( \text{Var}[G_L(y)] \)) was found to be considerably less than that in \( G_R(y) \) and \( G_S(y) \).

The comparisons involving random sampling, stratified sampling and Latin hypercube sampling discussed so far have all been for samples of a fixed size \( nS \). Stein [154] has derived asymptotic comparisons of the variability of estimates \( T_R \) and \( T_L \) of \( T \) obtained with random sampling and Latin hypercube sampling, respectively, under the assumption that the \( x_i \)s are independent. In particular, Stein found that the inequality

\[
\text{Var}[T_L(y_1, y_2, \ldots, y_N)] < \text{Var}[T_R(y_1, y_2, \ldots, y_N)]
\]

(3.27)

can be expected to hold for sufficiently large sample sizes \( nS \) for most models.

A more explicit statement of Stein’s result requires some additional notation. Let \( \mathcal{S} = \{1, 2, \ldots, nX\} \), \( I(-j) = I \setminus \{j\} \), \( D_m(x) = \prod_{i \in I} D_i(x_i) \), and \( D_{m,j}(x) = \prod_{i \in I \setminus \{j\}} D_i(x_i) \). The representation of \( d_m(x) \) and \( d_{m,j}(x) \) as products involving \( d_{m,j}(x) \) is possible because the \( x_i \)s are assumed to be independent.

Stein’s result is based on the following decomposition of \( g[f(x)] \):

\[
g[f(x)] = \mu + \sum_{j=1}^{nX} \alpha_j(x) + r(x),
\]

(3.28)

where

\[
\bar{x} = [\bar{x}_1, \bar{x}_2, \ldots, \bar{x}_n] \quad \text{is an arbitrary element of } \mathcal{S},
\]

\[
\mu = \int_{\mathcal{S}} g[f(x)] dV_{su},
\]

\[
r(x) = \int_{\mathcal{S}} (r(x) \cdot dV_{su} - g[f(x)] dV_{su}).
\]
The function \( \alpha_l(\hat{x}) = \int_{\mathcal{S}_{su} \setminus \{ \hat{x} \}} [g(f(x)) - \mu] dV_{su,-j} / \sum_{j=1}^{nS} \alpha_l(\hat{x}) \).

d\mathcal{V}_{su,-j} represents an increment of volume from \( \mathcal{S}_{su} \setminus \{ \hat{x} \} \), and \( \alpha_l(\hat{x}) \) is formally defined by

\[
\alpha_l(\hat{x}) = \int_{\mathcal{S}_{su} \setminus \{ \hat{x} \}} [g(f(x)) - \mu] dV_{su,-j},
\]

(3.29)
The function \( \alpha_l(\hat{x}) \) characterizes the ‘main effect’ of the element \( \hat{x} \) of \( \mathcal{X} \), and the function \( r(\hat{x}) \) characterizes the nonadditive component of \( g(f(\hat{x})) \). As an aside, this decomposition also underlies the procedures introduced in Section 2.4. The following result is proved by Stein (Ref. [154], Corollary 1, p. 145).

**Theorem 3.2.** If \( \int_{\mathcal{S}_{su}} g^2(f(x)) dV_{su} \) is finite, then

\[
\operatorname{Var}[T_L(y_1, y_2, \ldots, y_{nS})] = \int_{\mathcal{S}_{su}} \left( \sum_{j=1}^{nS} \alpha_l(\hat{x}) dV_{su} \right)^2 dV_{su} nS + o(nS^{-1}),
\]

(3.30)
where the notation \( F(nS^{-1}) = o(nS^{-1}) \) indicates that \( F(nS^{-1}) nS^{-1} \rightarrow 0 \) as \( nS \rightarrow \infty \) (Ref. [30], p. xv).

The corresponding variance associated with random sampling is given by

\[
\operatorname{Var}[T_R(y_1, y_2, \ldots, y_{nS})] = \int_{\mathcal{S}_{su}} \left( \sum_{j=1}^{nS} \alpha_l(\hat{x}) dV_{su} \right)^2 dV_{su} nS
\]

(3.31)

with the second equality following from Eq. (3.28) and the equalities

\[
0 = \int_{\mathcal{S}_{su}} \alpha_l(\hat{x}) dV_{su} d_{su,-j}(x_j) dx_j
\]

(3.32)
for \( j = 1, 2, \ldots, nX \) and

\[
0 = \int_{\mathcal{S}_{su} \setminus \{ \hat{x} \}} r(\hat{x}) dV_{su,-j} dV_{su,-j}
\]

(3.33)
for \( x_j \in \mathcal{S}_{su} \) and \( j = 1, 2, \ldots, nX \). Thus, above some sample size, Latin hypercube sampling results in estimates for \( T_L \) with lower variance than random sampling unless all the main effects \( \alpha_l(\hat{x}) \), \( j = 1, 2, \ldots, nX \), are zero (Theorem 3.2).

For sufficiently large sample sizes, \( T_L - Y \) has a distribution that is approximately normal, where \( Y \) is the expected value of \( T_L \). Specifically, the following result has been established by Owen [155].

**Theorem 3.3.** If \( g(f(x)) \) is bounded, then \( nS^{1/2}(T_L - Y) \) converges in distribution to a normal distribution with mean zero and variance

\[
\int_{\mathcal{S}_{su}} r^2(f(x)) dV_{su} nS
\]

as \( nS \) increases (see Ref. [156], Section 1.4, for formal definition of convergence in distribution).

In practice, most models satisfy the boundedness condition imposed on \( g(f(x)) \). Thus, in concept, the preceding result can be used to place confidence intervals on results obtained with Latin hypercube sampling. In practice, determining how large \( nS \) must be for approximate normality to hold can be difficult (Theorem 3.3).

Additional results on variance reduction associated with Latin hypercube sampling and further references are given in several recent papers [157,158]. Also, a number of references related to the theoretical development of Latin hypercube sampling are given at the end of Section 5.1.

### 3.3. Historical development of Latin hypercube sampling

The introduction of Latin hypercube sampling can be traced to concerns in the reactor safety community over the treatment of uncertainty in analyses related to the safety of nuclear power plants. In particular, the Reactor Safety Study [159] was published by US Nuclear Regulatory Commission (NRC) in 1975 and widely praised for its advancement of the state of probabilistic risk assessment (PRA) [160]. However, it was also criticized for inadequately representing the uncertainty in its results [160]. This led to an active interest on the part of the NRC and its contractors in the propagation of uncertainty through models for complex systems.

In this environment, Latin hypercube sampling was conceived of by W.J. Conover (the original, unpublished manuscript documenting this work is reproduced in App. A in Ref. [161]) and formally published in conjunction with colleagues at Los Alamos Scientific Laboratory [31]. The first applications of Latin hypercube sampling were in the analysis of loss of coolant accidents (LOCA)s in the context of reactor safety [162,163]. R.L. Iman, a student of Conover’s and a staff member at Sandia National Laboratories, recognized the potential of Latin hypercube sampling and became an early and active proponent of its use. Among his contributions was to write the first widely distributed program for Latin hypercube sampling [164,165]. A brief description of the early development of Latin hypercube sampling was prepared by Iman in 1980 (this unpublished description is reproduced in App. B in Ref. [161]).

Much of the early use of Latin hypercube sampling was in programs related to radioactive waste disposal carried out at Sandia National Laboratories for the NRC [166–168]. In addition, the NRC also supported work on Latin hypercube sampling and associated sensitivity analysis techniques as part of its MELCOR project to develop a new suite of models for use in performing reactor safety studies [169–171].

In the mid 1980s, the NRC decided to reassess the results obtained in the Reactor Safety Study, with particular
attention to be paid to the assessment and propagation of uncertainty. This study, often referred to as NUREG-1150 after its report number, was a very large analysis and probably the largest integrated analysis of any system carried out in the 1980s [172,173]. As part of the NUREG-1150 analyses, Latin hypercube sampling was used in the propagation of uncertainty through PRAs for 5 nuclear power plants [174–178]. In addition to the extensive technical report literature documenting these PRAs, summaries are also available in the journal literature [173, 179–183]. Subsequent to NUREG-1150, Latin hypercube sampling was used in a very extensive PRA for the LaSalle nuclear power station [184–187].

After the NUREG-1150 analyses, the next large project to make use of Latin hypercube sampling involved performance assessment (PA) for the Waste Isolation Pilot Plant (WIPP), which was under development by the US Department of Energy (DOE) for the geologic disposal of transuranic radioactive waste [188,189]. Latin hypercube sampling was used in several PRAs for the WIPP, including the PA that supported the DOE’s successful compliance certification application (CCA) to the US Environmental Protection Agency (EPA) for the WIPP [190,191]. With its certification, the WIPP became the first operational facility in the United States for the geologic disposal of radioactive waste. As an aside, EPA staff members charged with writing regulations for the geologic disposal of radioactive waste were acquainted with, and influenced by, uncertainty analyses performed with Latin hypercube sampling, with the result that the final regulations developed for the WIPP mandated an uncertainty propagation of the type for which Latin hypercube sampling is well suited [192–195].

At present, the largest project that is making use of Latin hypercube sampling is the Yucca Mountain Project (YMP) to develop a deep geologic disposal facility for high level radioactive waste at Yucca Mountain, Nevada [196–198]. This project is both large and controversial. It is also a very important project that has been much in the news recently and is likely to get even more attention in the near future for various reasons. Another large project that is currently using Latin hypercube sampling is the System Assessment Capability (SAC) program for the Hanford Site [199,200].

The preceding background discussion has concentrated on the large analyses that have used Latin hypercube sampling. However, Latin hypercube sampling has also been used in smaller analyses in a variety of fields (e.g. Refs. [33–39,41–44,201–215]). A recent check (Sept. 9, 2001) of SciSearch shows 330 citations to the original article on Latin hypercube sampling [31], with the number of citations steadily increasing with time. Further, this check does not indicate the extensive use of Latin hypercube sampling in analyses documented in the technical report literature. Thus, the use of Latin hypercube sampling is extensive and growing. As an indication of the interest in Latin hypercube sampling, the original article was recently declared a Technometrics classic in experimental design [216].

The growing use of Latin hypercube sampling and other techniques for the propagation and analysis of uncertainty derives from the recognition that it is not enough just to report the results of an analysis. For the analysis to be useful in a decision making context, it also necessary to assess and report how much confidence should be placed in the results of the analysis (e.g. see the recommendations given in quotes reproduced in Ref. [7]).

4. Comparison of random and Latin hypercube sampling

Because of its efficient stratification properties, Latin hypercube sampling is primarily intended for use with long-running models. When a model can be evaluated quickly, there is little reason to use Latin hypercube sampling. However, due to their computational complexity and expense, long-running models do not constitute convenient vehicles for comparing random and Latin hypercube sampling. For this reason, the present section will use two relatively simple functions (i.e. models) to compare random and Latin hypercube sampling. No comparisons with stratified sampling are made because the stratification used in a real analysis will always depend on the goals of the analysis and the properties of the model(s) used in the analysis. In particular, the efficacy of stratified sampling derives from an informed selection of strata of unequal probability.

4.1. Monotonic function

The function

\[
f_1(U, V) = U + V + UV + U^2 + V^2 + U \min\{\exp(3V), 10\}
\]

is monotonic for positive values of its arguments \(U, V\) and thus reasonably well behaved. For the purpose of comparing random and Latin hypercube sampling, \(U\) and \(V\) are assumed to be uncorrelated and uniformly disturbed on \([1.0, 1.5]\) and \([0, 1]\), respectively.

Both random and Latin hypercube sampling can be used to estimate the distribution of \(f\) that derives from the distributions assigned to \(U\) and \(V\). To illustrate the robustness (i.e. stability) of results obtained with the two sampling procedures, 10 samples of size 25, 50 and 100 are generated for each procedure and the associated CDFs for \(f_1\) constructed. The CDFs constructed for Latin hypercube sampling show less variability from sample to sample than the CDFs constructed for random sampling (Fig. 6). Thus, Latin hypercube sampling is producing a
more stable estimate for the CDF than is being produced by random sampling, which is consistent with the result in Theorem 3.1.

4.2. Nonmonotonic function

Unlike the function $f_1$ in Eq. (4.1), the following function is monotonic for positive values of one argument (i.e. $U$) and nonmonotonic for positive values of the other argument (i.e. $V$):

$$f_2(U, V) = U + V + UV + U^2 + V^2 + U g(V)$$

(4.2)

where

$$h(V) = (V - 11/43)^{-1} + (V - 22/43)^{-1} + (V - 33/43)^{-1}$$

$$g(V) = h(V) \text{ if } |h(V)| < 10$$
\[ g(V) = 10 \text{ if } h(V) \geq 10 \]
\[ g(V) = -10 \text{ if } h(V) \leq -10. \]

For the purpose of comparing random and Latin hypercube sampling, \( U \) and \( V \) are again assumed to be uncorrelated and uniformly distributed on \([1.0, 1.5]\) and \([0, 1]\), respectively. Consideration of samples of size 25, 50 and 100 illustrates that Latin hypercube sampling produces more stable CDF estimates than produced by random sampling (Fig. 7).

**Fig. 7.** Comparison of estimated CDFs for nonmonotonic function \( f_2(U, V) \) in Eq. (4.2) obtained with 10 replicated random and Latin hypercube samples of size 25, 50 and 100.
5. Operations involving Latin hypercube sampling

5.1. Correlation control

As indicated in Eq. (1.2), the uncertainty in the inputs \( x_1, x_2, \ldots, x_X \) to an analysis can be represented by distributions \( D_1, D_2, \ldots, D_X \). If appropriate, correlations can also be specified between variables and form part of the definition of the corresponding probability space \( (\mathcal{F}_m, \mathcal{G}_m, \mathbb{P}_m) \). Given that \( D_1, D_2, \ldots, D_X \) are characterizing subjective uncertainty, correlations involving \( x_1, x_2, \ldots, x_X \) must in some sense derive from a belief that a particular value for one variable implies something about the possible values for one or more other variables (e.g. a low value for \( x_1 \) implies a high value for \( x_2 \), or a high value for \( x_3 \) implies a high value for \( x_4 \) and a low value for \( x_5 \)), with the actual relationship being less strong than a strict functional dependence.

Two widely used possibilities exist for defining correlations between variables: the Pearson correlation coefficient (CC) and the Spearman rank correlation coefficient (RCC). For samples of the form in Eqs. (3.2) and (3.4), the CC between two variables, say \( x_j \) and \( x_k \), is defined by

\[
R_{x_jx_k} = \frac{\sum_{i=1}^{nS} (x_{ij} - \bar{x}_j)(x_{ik} - \bar{x}_k)}{\left[ \sum_{i=1}^{nS} (x_{ij} - \bar{x}_j)^2 \right]^{1/2} \left[ \sum_{i=1}^{nS} (x_{ik} - \bar{x}_k)^2 \right]^{1/2}},
\]

where

\[
\bar{x}_j = \frac{\sum_{i=1}^{nS} x_{ij}}{nS}, \quad \bar{x}_k = \frac{\sum_{i=1}^{nS} x_{ik}}{nS}.
\]

The CC takes on values between \(-1\) and 1 and provides a measure of the strength of the linear relationship between two variables, with variables tending to move in the same direction and in opposite directions for positive and negative CCs, respectively, and with gradations in the absolute value of the CC between 0 and 1 corresponding to a trend from no linear relationship to an exact linear relationship.

The RCC is defined similarly to the CC but with rank-transformed data. Specifically, the smallest value of a variable is given a rank of 1; the next largest value is given a rank of 2; and so on up to the largest value, which is given a rank equal to the sample size \( nS \). In the event of ties, average ranks are assigned. The RCC is then calculated in the same manner as the CC except for the use of rank-transformed data. Specifically,

\[
R_{x_jx_k} = \frac{\sum_{i=1}^{nS} [R(x_{ij}) - \bar{R}(x_j)][R(x_{ik}) - \bar{R}(x_k)]}{\left[ \sum_{i=1}^{nS} [R(x_{ij}) - \bar{R}(x_j)]^2 \right]^{1/2} \left[ \sum_{i=1}^{nS} [R(x_{ik}) - \bar{R}(x_k)]^2 \right]^{1/2}},
\]

where \( R(x_{ij}) \) and \( R(x_{ik}) \) denote the rank-transformed values of \( x_{ij} \) and \( x_{ik} \), respectively, and \( \bar{R}(x_j) = \bar{R}(x_k) = (nS+1)/2 \). Like the CC, the RCC takes on values between \(-1\) and 1 but provides a measure of the strength of the monotonic relationship between two variables.

In the authors’ opinion, most individuals intuitively think in terms of RCCs rather than CCs when correlations are used in association with assessments of subjective uncertainty. In particular, what is usually possessed is some idea of the extent to which large and small values for one variable should be associated with large and small values for another variable. This is exactly the type of information that is quantitatively captured by RCCs. Therefore, this section will discuss the imposition of a rank correlation structure on random and LHSs.

An effective technique for imposing rank correlations has been proposed by Iman and Conover [151]. This technique has several desirable properties including (i) distribution independence in the sense that it can be applied to all types of distributions, (ii) simplicity in that no unusual mathematical techniques are required in its implementation, (iii) the stratification associated with Latin hypercube sampling is preserved, (iv) the marginal distributions for the individual sample variables are preserved, and (v) complex correlation structures involving many variables can be imposed on a sample.

The following discussion provides an overview of the Iman/Conover procedure for inducing a desired rank correlation structure on either a random or an LHS and is adapted from Section 3.2 of Helton [217]. The procedure begins with a sample of size \( m \) from the \( n \) input variables under consideration. This sample can be represented by the \( m \times n \) matrix

\[
X = \begin{bmatrix}
  x_{11} & x_{12} & \cdots & x_{1n} \\
  x_{21} & x_{22} & \cdots & x_{2n} \\
  \vdots & \vdots & \ddots & \vdots \\
  x_{m1} & x_{m2} & \cdots & x_{mn}
\end{bmatrix}
\]

(5.3)

where \( x_{ij} \) is the value for variable \( j \) in sample element \( i \). Thus, the rows of \( X \) correspond to sample elements, and the columns of \( X \) contain the sampled values for individual variables.

The procedure is based on rearranging the values in the individual columns of \( X \) so that a desired rank correlation structure results between the individual variables. For convenience, let the desired correlation structure be represented by the \( n \times n \) matrix

\[
C = \begin{bmatrix}
  c_{11} & c_{12} & \cdots & c_{1n} \\
  c_{21} & c_{22} & \cdots & c_{2n} \\
  \vdots & \vdots & \ddots & \vdots \\
  c_{n1} & c_{n2} & \cdots & c_{nn}
\end{bmatrix}
\]

(5.4)

where \( c_{ij} \) is the desired rank correlation between variables \( x_i \) and \( x_j \).
Although the procedure is based on rearranging the values in the individual columns of $X$ to obtain a new matrix $X^*$ that has a rank correlation structure close to that described by $C$, it is not possible to work directly with $X$. Rather, it is necessary to define a new matrix $S$ of the same dimensions as $P$ and $Q$ that is of the same rank correlation matrix for $X$. The starting point for this correction is the Cholesky factorization of $C$. However, it is possible to make a correction for this.

This factorization exists because $E$ is a symmetric, positive-definite matrix. The matrix $S^*$ defined by

$$S^* = S (Q^{-1})^T P^T$$

has $C$ as its correlation matrix. In essence, multiplication of $S$ by $(Q^{-1})^T$ transforms $S$ into a matrix whose associated correlation matrix is the $n \times n$ identity matrix; then, multiplication by $P^T$ produces a matrix whose associated correlation matrix is $C$. As it is not possible to be sure that $E$ will be an identity matrix, the matrix $S^*$ used in the procedure to produce correlated input should be defined in the corrected form shown in Eq. (5.9) rather than in the uncorrected form shown in Eq. (5.7).

The condition that the correlation matrix for $S^*$ be approximately equal to the rank correlation matrix for $S^*$ depends on the choice of the scores used in the definition of $S$. On the basis of empirical investigations, Iman and Conover [151] found that van der Waerden scores provided an effective means of defining $S$, and these scores are incorporated into the rank correlation procedure in the widely used LHS program [165]. Other possibilities for defining these scores exist, but have not been extensively investigated. The user should examine the rank correlation matrix associated with $S^*$ to ensure that it is close to the target correlation matrix $C$. If this is not the case, the construction procedure used to obtain $S^*$ can be repeated until a suitable approximation to $C$ is obtained. Results given in Iman and Conover [165] indicate that the use of van der Waerden scores leads to rank correlation matrices for $S^*$ that are close to the target matrix $C$.

As a single example, the effects of imposing rank correlations of 0.00, 0.25, 0.50, 0.75, 0.90 and 0.99 on a pair of variables are shown in Fig. 8. The results of various rank-correlation assumptions with a variety of marginal distributions are illustrated by Iman and Davenport [221,222].

The control of orthogonality and the induction of correlations within LHSs are areas of much research interest, and a number of results exist in this area in addition to the original Iman and Conover rank correlation techniques discussed in this section [223–241].

### 5.2. Reweighting of samples

Once a sampling-based uncertainty study has been performed, it is sometimes necessary to assess the effects that arise from changed definitions for the distributions $D_1, D_2, \ldots, D_n$ in Eq. (1.2). If the model under consideration is expensive to evaluate, it is desirable to perform this assessment without reevaluating (i.e. rerunning) the model. When the distributions but not the ranges of the variables change, this assessment can be carried out with a reweighting technique developed by Iman and Conover [242].

Latin hypercube sampling as described in Section 3.1 is based on dividing the range of each variable into $nS$
Fig. 8. Examples of rank correlations of 0.00, 0.25, 0.50, 0.75, 0.90 and 0.99 imposed with the Iman/Conover restricted pairing technique for an LHS of size $n^S = 1000$. 
intervals of equal probability, where \( nS \) is the sample size. The Iman/Conover reweighting technique is based on a generalization of Latin hypercube sampling that involves the division of variable ranges into intervals of unequal probability.

For this generalization of an LHS size \( nS \) from the variables \( x_1, x_2, \ldots, x_n \), the range of each variable \( x_i \) is divided into \( nS \) mutually exclusive intervals \( I_{lj} \), \( i = 1, 2, \ldots, nS \), and one value \( x_{lj}, \ i = 1, 2, \ldots, nS, \) of \( x_j \) is randomly selected from each interval \( I_{lj} \). The preceding division of variable ranges into intervals of unequal probability intervals is used as described in Section 3.1 to generate an LHS. Specifically, each cell is of the form \( \mathcal{V}_n = I_{k1} \times I_{l2} \times \cdots \times I_{m,nX} \),

(5.11)

where \( \mathbf{n} = [k, l, \ldots, m] \) is a vector of \( nX \) integers between 1 and \( nS \) that designates one of the \( nS^X \) mutually exclusive cells into which \( \mathcal{V}_u \) has been partitioned. Further, the probability \( \operatorname{prob}(\mathcal{E}_n) \) of \( \mathcal{E}_n \) can be calculated from the definition of \( (\mathcal{V}_u, \mathcal{E}_u, p_u) \). For example,

\[
\operatorname{prob}(\mathcal{E}_n) = \operatorname{prob}(I_{k1})\operatorname{prob}(I_{l2})\cdots\operatorname{prob}(I_{m,nX})
\]

(5.12)

if the \( x_j \)'s are independent.

The preceding result reduces to the unbiasedness of the estimator in Eq. (3.5) when Latin hypercube sampling with equal probability intervals is used (i.e. \( \operatorname{prob}(\mathcal{E}_n) = 1/nS^X \)) and \( f(x) \) is real valued (i.e. \( y_i = f(x_i) \)). The importance of Theorem 5.1 is that it allows a recalculation of expected values, moments and distribution functions that result from changed distribution assumptions without a rerunning of the model under consideration. Specifically, the same values for \( g[f(x)] \) are used in conjunction with new values for \( \operatorname{prob}(\mathcal{E}_n) \) calculated for the changed distributions for the elements of \( x \). A related result is given by Beckman and McKay [243].

5.3. Replication of samples

A brief overview of the variability in statistics obtained with Latin hypercube sampling is given in Section 3.2. The variability results when the same quantity is repeatedly estimated with independently generated samples of the same size. In essence, this variability is a measure of the numerical error in using a sampling-based (i.e. Monte Carlo) procedure in the estimation of an integral. Unfortunately, the theoretical results indicated in Section 3.2 do not

---

Fig. 9. Upper and lower bounds on 0.95 confidence intervals (CIs) for cumulative probabilities associated with function \( f_1(U, V) \) in Eq. (4.1) obtained from \( nR = 10 \) samples of size \( nS = 25 \) each (see Fig. 6 for CDFs): (a) Latin hypercube sampling, and (b) random sampling.
lead in any convenient way to error estimates in real analyses.

In practice, a replicated sampling procedure proposed by Iman [244] provides a more effective approach to estimating the potential sampling error in quantities derived from Latin hypercube sampling. With this procedure, the LHS in Eq. (3.4) is repeatedly generated with different random seeds. These samples are used to produce a sequence of values \( T_r \), \( r = 1, 2, \ldots, nR \), for the statistic \( T \) in Eq. (3.5), where \( nR \) is the number of replicated samples. Then,

\[
T = \sum_{r=1}^{nR} T_r/nR
\]

and

\[
SE(T) = \left[ \sum_{r=1}^{nR} (T_r - \bar{T})^2/nR(nR - 1) \right]^{1/2}
\]

provide an additional estimate for \( T \) and an estimate of the standard error for this estimate of \( T \). The \( t \)-distribution with \( nR - 1 \) degrees of freedom can be used to obtain a confidence interval for the estimate of \( T \). Specifically, the \( 1 - \alpha \) confidence interval is given by \( \bar{T} \pm t_{1-\alpha/2}SE(T) \), where \( t_{1-\alpha/2} \) is the \( 1 - \alpha/2 \) quantile of the \( t \)-distribution with \( nR - 1 \) degrees of freedom (e.g. \( t_{1-0.025} = 2.262 \) for \( \alpha = 0.05 \) and \( nR = 10 \); Ref. [218], Table A25).

As an example, 0.95 confidence intervals for the cumulative probabilities associated with individual values in the range of the function \( f_1 \) defined in Eq. (4.1) are shown in Fig. 9, with the 10 replicated LHSSs producing narrower confidence intervals than the 10 random samples. The confidence intervals in Fig. 9 were calculated for individual values on the abscissa and then connected to obtain the confidence-interval curves (i.e. the curves of upper and lower bounds). Thus, the confidence intervals apply to individual cumulative probabilities rather than to an entire CDF.

6. Example uncertainty and sensitivity analysis

An example uncertainty and sensitivity analysis involving a model for two-phase fluid flow follows. The analysis problem is briefly described (Section 6.1), and then techniques for the presentation of uncertainty analysis results are described and illustrated (Section 6.2). The section then concludes with illustrations of various sensitivity analysis procedures, including examination of scatterplots (Section 6.3), regression-based techniques (Section 6.4), and searches for nonrandom patterns (Section 6.5).

6.1. Analysis problem

The following examples use results from an uncertainty and sensitivity analysis of a large model for two-phase fluid
flow (Ref. [245], Chaps. 7, 8; Refs. [246–248]) carried out in support of the 1996 CCA for the WIPP, which is being developed by the DOE for the geologic (i.e. deep underground) disposal of transuranic radioactive waste [190,249]. The indicated model involves the numerical solution of a system of nonlinear partial differential equations and is implemented by the BRAGFLO program (Section 4.2, Ref. [245]; Ref. [246]).

The 1996 WIPP PA considered \( nX = 57 \) uncertain inputs (Table 1), of which 31 were used in the two-phase flow analysis and 26 were used in other parts of the PA (see Section 7). The distributions assigned to these variables (Fig. 10) are intended to characterize subjective uncertainty, correspond to the distributions in Eq. (1.2), and define the probability space \((\mathcal{S}_{su}, \mathcal{S}_{su}, \mathcal{P}_{su})\).

Latin hypercube sampling was used to generate \( nR = 3 \) replicated samples of size \( nS = 100 \) each (Section 5.3) for a total of 300 sample elements. For convenience, these replicates are referred to as R1, R2 and R3, respectively. The Iman/Conover restricted pairing technique (Section 5.1) was used to induce specified rank correlations for three pairs of variables (Table 1) and to keep correlations between all other variables close to zero (Table 2).

As is typical of most studies of real systems, the original analysis involved a large number of dependent variables, of which only 11 will be used for illustration in this section (Table 3). The variables in Table 3 were calculated for three distinct sets of conditions designated by E0, E1 and E2 in the 1996 WIPP PA, where E0 corresponds to undisturbed conditions (i.e. no human disruption of the repository), E1 corresponds to a single drilling intrusion through the repository that penetrates an area of pressurized brine in a geologic formation beneath the repository, and E2 corresponds to a single drilling intrusion through the repository that does not penetrate pressurized brine.

6.2. Uncertainty analysis

In this example, the model predictions are functions rather than single numbers as indicated in conjunction with Fig. 1. The distributions of curves in Fig. 11 constitute one way of displaying the uncertainty in these functions that...
results from uncertainty in model input. However, the model predictions at individual times are real valued and thus can be displayed as CDFs or CCDFs. A popular presentation format [251] is to display estimates for the CDF, the corresponding density function, and the mean in a single plot (Fig. 12).

For distributions of curves such as those in Fig. 11, summaries can be obtained by plotting mean and percentile values of the dependent variable for individual values on the abscissa (Fig. 13). Conceptually, a vertical line is drawn through a point on the abscissa and the curves above this point. If a sample of size \( nS \) is involved, this results in selecting \( nS \) values for the dependent variable (i.e. the \( nS \) values above the point on the abscissa). These values can then be used to estimate a mean, a median, and various percentiles. Connecting these estimates for a sequence of values on the abscissa produces summary plots of the form shown in Fig. 13.

The purpose of replicating the LHS in this example was to obtain an indication of the stability of the resultant distribution estimates with an LHS of size 100. In this analysis, these estimates were quite stable (e.g. Fig. 14). Similar stability has also been observed in other studies [32,171,252,253].

Table 3

Predicted variables (i.e. elements of \( y \) in Eq. (1.1)) used to illustrate uncertainty and sensitivity analysis results for two-phase fluid flow model (see Table 7.1.1, Ref. [245], for additional information)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BRAALIC</td>
<td>Cumulative brine flow (m³) from anhydrite marker beds (AMBs) into disturbed rock zone (DRZ) surrounding repository (i.e. BRAABNIC + BRAABSBIC + BRM38NIC + BRM38SIC + BRM39NIC + BRM39SIC)</td>
</tr>
<tr>
<td>BRAABNIC</td>
<td>Cumulative brine flow (m³) out of anhydrite marker beds A and B into north end of DRZ</td>
</tr>
<tr>
<td>BRAABSBIC</td>
<td>Same as BRAABNIC but into south end of DRZ</td>
</tr>
<tr>
<td>BRM38NIC</td>
<td>Cumulative brine flow (m³) out of anhydrite marker bed 138 into north end of DRZ</td>
</tr>
<tr>
<td>BRM38SIC</td>
<td>Same as BRM38NIC but into south end of DRZ</td>
</tr>
<tr>
<td>BRM39NIC</td>
<td>Cumulative brine flow (m³) out of anhydrite marker bed 139 into north end of DRZ</td>
</tr>
<tr>
<td>BRM39SIC</td>
<td>Same as BRM39NIC but into south end of DRZ</td>
</tr>
<tr>
<td>BRNREPTC</td>
<td>Cumulative brine flow (m³) into repository from all sources</td>
</tr>
<tr>
<td>GAS_MOLE</td>
<td>Cumulative gas production (mole) in repository due to corrosion of iron and microbial degradation of cellulose</td>
</tr>
<tr>
<td>PORVOL_T</td>
<td>Total pore volume (m³) in repository</td>
</tr>
<tr>
<td>WAS_SATB</td>
<td>Brine saturation (dimensionless) in lower waste panel (i.e. the southern waste panel, which in the numerical implementation of the analysis is the waste panel that is penetrated by a drilling intrusion for the E1 and E2 scenarios)</td>
</tr>
</tbody>
</table>

Fig. 11. Time-dependent results used to illustrate sensitivity analysis techniques: (a) saturation in lower waste panel with an E2 intrusion at 1000 yr (E2:WAS_SATB), (b) total cumulative gas generation due to corrosion and microbial degradation of cellulose under undisturbed (i.e. E0) conditions (E0:GAS_MOLE), (c) cumulative brine flow into disturbed rock zone (DRZ) surrounding repository with an E2 intrusion at 1000 yr (E2:BRAALIC); and (d) total pore volume in repository with an E2 intrusion at 1000 yr (E2:PORVOL_T).
Presentation of multiple plots of the form shown in Fig. 12 can be cumbersome when a large number of predicted variables is involved. When these variables have the same units, box plots provide a way to present a compact summary of multiple distributions (Fig. 15). In this summary, the endpoints of the boxes are formed by the lower and upper quartiles of the data, that is, $x_{0.25}$ and $x_{0.75}$. The vertical line within the box represents the median, $x_{0.50}$. The mean is identified by the large dot. The bar on the right of the box extends to the minimum of $x_{0.75} + 1.5(x_{0.75} - x_{0.25})$ and the maximum value. In a similar manner, the bar on the left of the box extends to the maximum of $x_{0.25} - 1.5(x_{0.75} - x_{0.25})$ and the minimum value. The observations falling outside of these bars are shown in crosses. The flattened shape of box plots makes it possible to summarize multiple distributions in a small area and also facilitates comparisons of these distributions.
6.3. Examination of scatterplots

The simplest sensitivity analysis procedure is an examination of the scatterplots associated with individual sampled variables and the particular model prediction under consideration (see Eq. (2.7)). If a variable has a substantial effect on the model prediction, then this will result in a discernible pattern in the corresponding scatterplot (Fig. 16); in contrast, little or no pattern will appear in the scatterplot in the absence of an effect. Further, the examination of multiple scatterplots can reveal interactions in the effects of variables. For example, large values of WAS_SATB tend to be associated with large values of BHPRM (Fig. 16a); however, given the occurrence of a large value for BHPRM, the resultant value for WAS_SATB is determined primarily by WRGSSAT (Fig. 16b). Latin hypercube sampling is a particularly effective procedure for the generation of scatterplots due to its full stratification across the range of each sampled variable.

6.4. Regression-based techniques

A more sophisticated approach to sensitivity analysis is to use formal search procedures to identify specific patterns in the mapping in Eq. (2.3). For example, regression-based techniques are often effective in identifying linear relationships and relationships that can be made linear by a suitable transformation (Ref. [217], Section 3.5). Stepwise regression analysis provides an efficient and informative way to carry out a regression-based sensitivity analysis, with variable importance being indicated by the order in which variables are selected in the stepwise procedure, the changes in $R^2$ values that occur as individual variables are added to the regression model, and the size of the SRCs for the variables included in the regression model. When the relationships between the sampled and predicted variables are nonlinear but monotonic, the rank transformation [254] is often effective in linearizing the underlying relationships and thus facilitating the use of regression-based techniques.

As an example, stepwise regression analyses for $y = E0:GAS_MOLE$ and $y = E2:BRAALIC$ with raw and rank-transformed data are presented in Table 4. For E0:GAS_MOLE, similar results are obtained with raw and rank-transformed data (i.e. the same variables are selected in both analyses and the final regression models have $R^2$ values of 0.85 and 0.82, respectively). For E2:BRAALIC, the use of rank-transformed data considerably improves the resolution of the analysis and produces a final regression model with six variables and an $R^2$ value of 0.90; in contrast, the use of raw data produces a final regression model with three variables and an $R^2$ value of 0.62.

An alternative to regression analysis is to calculate CCs or partial correlation coefficients (PCCs) between sampled and predicted variables (Ref. [217], Section 3.5). As with regression analysis, these coefficients can be calculated with raw or rank-transformed data, with the latter case producing RCCs and partial rank correlation coefficients (PRCCs). When the variables within the sample are independent (i.e. orthogonal), CCs and SRCs are equal, as is also the case for RCCs and standardized rank regression coefficients (SRRCs). Similar, but not entirely equivalent, measures of variable importance are given by SRCs and PCCs. Specifically, SRCs characterize the effect on the output
variable that results from perturbing an input variable by a fixed fraction of its standard deviation, and PCCs characterize the strength of the linear relationship between an input and output variable after a correction has been made for the linear effects of the other input variables. Similar interpretations apply to SRRCs and PRCCs for rank-transformed variables. Although SRCs and PCCs are not equal, use of their absolute values to order variable importance produces identical importance orderings when the values for the individual variables within the sample are independent, as is also the case for SRRCs and PRCCs.

As in Fig. 11, model predictions are often time dependent. When this is the case, presenting stepwise regression analyses at multiple times in the format used in Table 4 can become quite unwieldy. In such situations, a more compact alternative is to present plots of time-dependent coefficients (Fig. 17). In particular, the coefficients are calculated at multiple times and then the coefficients for individual variables are connected to obtain the curves in Fig. 17. This presentation format is relatively compact and also displays how variable importance changes with time.

### 6.5. Searches for nonrandom patterns

Regression-based techniques are not always successful in identifying the relationships between sampled variables and model predictions. As an example, the regression analyses with raw and rank-transformed data in Table 5 perform poorly, with the final regression models having $R^2$ values of 0.33 and 0.20. Given the low $R^2$ values, there is little reason to believe that the variable orderings are meaningful or even that all the influential variables have been identified.

When regression-based approaches to sensitivity analysis do not yield satisfactory insights, important variables can be searched for by attempting to identify patterns in the mapping in Eq. (2.3) with techniques that are not predicated on searches for linear or monotonic relationships. Possibilities include use of (i) the $F$-statistic to identify changes in the mean value of $y$ across the range of individual $x_j$, (ii) the $\chi^2$-statistic to identify changes in the median value of $y$ across the range of individual $x_j$, (iii) the Kruskal–Wallis statistic to identify changes in the distribution of $y$ across the range of individual $x_j$, and (iv) the $\chi^2$-statistic to identify nonrandom joint distributions involving $y$ and individual $x_j$ [255]. For convenience, the preceding will be referred to as tests for (i) common means (CMNs), (ii) common medians (CMDs), (iii) common locations (CLs), and (iv) statistical independence (SI), respectively.

The preceding statistics are based on dividing the values of $x_j$ in Eq. (2.7) into intervals (Fig. 18). Typically, these intervals contain equal numbers of values for $x_j$ (i.e. the intervals are of equal probability); however, this is not always the case (e.g. when $x_j$ has a finite number of values of unequal probability). The calculation of the $F$-statistic for CMNs and the Kruskal–Wallis statistic for CLs involves only the division of $x_j$ into intervals.

### Table 4

Stepwise regression analyses with raw and rank-transformed data with pooled results from replicates R1, R2 and R3 (i.e. for a total of 300 observations) for output variables E0:GAS_MOLE and E2:BRAALIC at 10,000 yr

<table>
<thead>
<tr>
<th>Step&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Raw data: $y = E0$:GAS_MOLE</th>
<th>Rank-transformed data: $y = E0$:GAS_MOLE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable&lt;sup&gt;b&lt;/sup&gt;</td>
<td>SRC&lt;sup&gt;c&lt;/sup&gt;</td>
<td>$R^2$</td>
</tr>
<tr>
<td>1</td>
<td>WMICDFLG</td>
<td>0.65</td>
</tr>
<tr>
<td>2</td>
<td>HALPOR</td>
<td>0.59</td>
</tr>
<tr>
<td>3</td>
<td>WGRCOR</td>
<td>0.27</td>
</tr>
<tr>
<td>4</td>
<td>WASTWICK</td>
<td>0.07</td>
</tr>
<tr>
<td>5</td>
<td>ANHPRM</td>
<td>0.07</td>
</tr>
<tr>
<td>6</td>
<td>SHRGSSAT</td>
<td>0.07</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Step&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Raw data: $y = E2$:BRAALIC</th>
<th>Rank-transformed data: $y = E2$:BRAALIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variable&lt;sup&gt;b&lt;/sup&gt;</td>
<td>SRC&lt;sup&gt;c&lt;/sup&gt;</td>
<td>$R^2$</td>
</tr>
<tr>
<td>1</td>
<td>ANHPRM</td>
<td>0.77</td>
</tr>
<tr>
<td>2</td>
<td>WMICDFLG</td>
<td>-0.14</td>
</tr>
<tr>
<td>3</td>
<td>SALPRES</td>
<td>0.09</td>
</tr>
<tr>
<td>4</td>
<td>HALPOR</td>
<td>0.12</td>
</tr>
<tr>
<td>5</td>
<td>SALPRES</td>
<td>0.10</td>
</tr>
</tbody>
</table>

<sup>a</sup> Steps in stepwise regression analysis with significance levels of $\alpha = 0.02$ and $\alpha = 0.05$ required of a variable for entry into and retention in a regression model, respectively.

<sup>b</sup> Variables listed in order of selection in regression analysis with ANHCOMP and HALCOMP excluded from entry into regression model because of $-0.99$ rank correlation within the pairs (ANHPRM, ANHCOMP) and (HALPRM, HALCOMP).

<sup>c</sup> Standardized regression coefficients (SRCs) in final regression model.

<sup>d</sup> Cumulative $R^2$ value with entry of each variable into regression model.

<sup>e</sup> Standardized rank regression coefficients (SRRCs) in final regression model.
The F-statistic and the Kruskal–Wallis statistic are then used to indicate if the \( y \) values associated with these intervals appear to have different means and distributions, respectively. The \( \chi^2 \)-statistic for CMDs involves a further partitioning of the \( y \) values into values above and below the median for all \( y \) in Eq. (2.7) (i.e. the horizontal line in Fig. 18a), with the corresponding significance test used to indicate if the \( y \) values associated with the individual intervals defined for \( x_j \) appear to have medians that are different from the median for all values of \( y \): The \( \chi^2 \)-statistic for SI involves a partitioning of the \( y \) values in Eq. (2.7) into intervals of equal probability analogous to the partitioning of the values of \( x_j \) (i.e. the horizontal lines in Fig. 18b), with the corresponding significance test used to indicate if the distribution of the points \((x_{ij}, y_i)\) over the cells in Fig. 18b appears to be different from what would be expected if there was no relationship between \( x_j \) and \( y \). For each statistic, a \( p \)-value can be calculated which corresponds to the probability of observing a stronger pattern than the one actually observed if there is no relationship between \( x_j \) and \( y \). An ordering of \( p \)-values then provides a ranking of variable importance (i.e. the smaller the \( p \)-value, the stronger the effect of \( x_j \) on \( y \) appears to be). More detail on these and other related procedures is given in Kleijnen and Helton [255,256].

As an example, analyses for \( y = E2:PORVOL_T \) with the tests for CMNs, CMDs, CLs and SI are presented in Table 6.
For perspective, tests based on $p$-values for CCs and RCCs are also presented in Table 6, with the $p$-values indicating the probability of observing larger, in absolute value, CCs and RCCs due to chance variation in the absence of any relationship between $x_j$ and $y$ [255]. The ordering of variable importance with CMNs, CMDs, CLs and SI is different from the orderings obtained with CCs and RCCs. In particular, the tests for CMNs, CMDs, CLs and SI are identifying the nonlinear and nonmonotonic relationship involving BHPRM that is being missed with the tests based on CCs and RCCs. If desired, the top-down correlation technique introduced by Iman and Conover could be used to provide a formal assessment of the agreement between the results for the different sensitivity analysis procedures in Table 6 [255,257].

Variance decomposition procedures provide another way to identify nonlinear and nonmonotonic relationships and are typically implemented with Monte Carlo procedures (Section 2.4). In addition, many procedures have been proposed by the ecological community for identifying nonrandom patterns that may have a use in sampling-based sensitivity analysis (e.g. Refs. [258–271]). Finally, the two-dimensional Kolmogorov–Smirnov test has the potential to be a useful tool for the identification of nonrandom patterns in sampling-based sensitivity analysis (e.g. Refs. [272–275]). Further information on sampling-based procedures for uncertainty and sensitivity analysis is available in a number of reviews (e.g. Refs. [32,38,217,255,276–282]).

### Table 5
Stepwise regression analyses with raw and rank-transformed data with pooled results for replicates R1, R2 and R3 (i.e. for a total of 300 observations) for output variable E2:PORVOL_T at 10,000 yr

<table>
<thead>
<tr>
<th>Step</th>
<th>Raw data: $y = E2:PORVOL_T$</th>
<th>Rank-transformed data: $y = E2:PORVOL_T$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Variable</td>
<td>SRC</td>
</tr>
<tr>
<td>1</td>
<td>HALPRM</td>
<td>0.37</td>
</tr>
<tr>
<td>2</td>
<td>BHPRM</td>
<td>0.33</td>
</tr>
<tr>
<td>3</td>
<td>ANHPRM</td>
<td>0.24</td>
</tr>
<tr>
<td>4</td>
<td>HALPOR</td>
<td>0.15</td>
</tr>
</tbody>
</table>

*Steps in stepwise regression analysis with significance levels of $\alpha = 0.02$ and $\alpha = 0.05$ required of a variable for entry into and retention in a regression model, respectively.

*Variables listed in order of selection in regression analysis with ANHCOMP and HALCOMP excluded from entry into regression model because of $-0.99$ rank correlation within the pairs (ANHPRM, ANHCOMP) and (HALPRM, HALCOMP).

*Standardized regression coefficients (SRCs) in final regression model.

*Cumulative $R^2$ value with entry of each variable into regression model.

*Standardized rank regression coefficients (SRRCs) in final regression model.

Fig. 18. Partitionings of $\left(x_{ij}, y_i\right), i = 1, 2, ..., n_S = 300$ : (a) division of $x_j = BHPRM$ into intervals of equal probability and $y = E2:PORVOL_T$ into values above and below the median, and (b) division of $x_j = HALPRM$ and $y = E2:PORVOL_T$ into intervals of equal probability.

Table 6
Sensitivity results based on CMNs, CMDs, CLs, SI, CCs and RCCs for $y = E2:$PORVOL_T

<table>
<thead>
<tr>
<th>Variable</th>
<th>CMN</th>
<th>CMD</th>
<th>CL</th>
<th>SI</th>
<th>CC</th>
<th>RCC</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rank</td>
<td>$p$-Val</td>
<td>Rank</td>
<td>$p$-Val</td>
<td>Rank</td>
<td>$p$-Val</td>
</tr>
<tr>
<td>BHPRM</td>
<td>1.0</td>
<td>0.0000</td>
<td>1.0</td>
<td>0.0000</td>
<td>1.0</td>
<td>0.0000</td>
</tr>
<tr>
<td>HALPRM</td>
<td>2.0</td>
<td>0.0000</td>
<td>2.0</td>
<td>0.0000</td>
<td>2.0</td>
<td>0.0000</td>
</tr>
<tr>
<td>ANHPRM</td>
<td>3.0</td>
<td>0.0005</td>
<td>3.0</td>
<td>0.0007</td>
<td>3.0</td>
<td>0.0000</td>
</tr>
<tr>
<td>HALPOR</td>
<td>4.0</td>
<td>0.0341</td>
<td>6.0</td>
<td>0.0700</td>
<td>5.0</td>
<td>0.1072</td>
</tr>
<tr>
<td>ANHBCEXP</td>
<td>5.0</td>
<td>0.0496</td>
<td>5.0</td>
<td>0.0595</td>
<td>4.0</td>
<td>0.0655</td>
</tr>
<tr>
<td>ANHBCGVP</td>
<td>6.0</td>
<td>0.0899</td>
<td>16.0</td>
<td>0.4884</td>
<td>6.0</td>
<td>0.1248</td>
</tr>
<tr>
<td>SHRBRSAT</td>
<td>9.0</td>
<td>0.1923</td>
<td>7.0</td>
<td>0.0823</td>
<td>8.0</td>
<td>0.1464</td>
</tr>
<tr>
<td>BPRM</td>
<td>10.0</td>
<td>0.2010</td>
<td>4.0</td>
<td>0.0477</td>
<td>7.0</td>
<td>0.1350</td>
</tr>
<tr>
<td>WGRCOR</td>
<td>19.0</td>
<td>0.5386</td>
<td>17.0</td>
<td>0.5249</td>
<td>10.0</td>
<td>0.2320</td>
</tr>
</tbody>
</table>

7. Uncertainty in analyses for complex systems (adapted from Ref. [276], Chapt. 10)

7.1. Stochastic and subjective uncertainty

Many large analyses maintain a separation between two categorizations of uncertainty: (i) stochastic uncertainty, which arises because the system under study can behave in many different ways (e.g. many different accidents are possible at a nuclear power station), and (ii) subjective uncertainty, which arises from a lack of knowledge about quantities assumed to have fixed values in a particular analysis (e.g. a reactor containment building might be assumed to have a fixed failure strength, with the exact value of this strength being unknown). Thus, stochastic uncertainty in a property of the system under study, and subjective uncertainty is a property of the analysis and the associated analysts. Alternative terminology includes the use of aleatory, variability, irreducible and type A as alternatives to the designation stochastic and the use of epistemic, state of knowledge, reducible and type B as alternatives to the designation subjective. The categorization and treatment of stochastic and subjective uncertainty in analyses for complex systems has been widely discussed from a variety of perspectives [7,8,283–295]. Further, the use of probability to characterize both subjective and stochastic uncertainty can be traced back to the beginnings of the formal development of probability in the late seventeenth century [296–298].

The distributions in Eq. (1.2) were assumed to characterize subjective uncertainty, and the probability space associated with these distributions was represented by $(\mathcal{F}_{\text{su}}, \mathcal{E}_{\text{su}}, p_{\text{su}})$, with the subscript $\text{su}$ used as a designation for subjective. Analyses that involve stochastic and subjective uncertainty have two underlying probability spaces: a probability space $(\mathcal{F}_{\text{st}}, \mathcal{E}_{\text{st}}, p_{\text{st}})$ for stochastic uncertainty, and a probability space $(\mathcal{F}_{\text{we}}, \mathcal{E}_{\text{we}}, p_{\text{we}})$ for subjective uncertainty. In the preceding, the subscript ‘st’ is used as a designator for ‘stochastic’.

An example of a large analysis that maintained a separation between stochastic and subjective uncertainty is the NRC’s reassessment of the risk from commercial nuclear reactors in the United States (i.e. NUREG-1150), where stochastic uncertainty arose from the many possible accidents that could occur at the power plants under study and subjective uncertainty arose from the many uncertain quantities required in the estimation of the probabilities and consequences of these accidents [172,173,183]. Numerous other examples also exist (e.g. Refs. [184–187,299–308]).

7.2. Performance assessment for the WIPP

This presentation will use the PA carried out in support of the DOE’s 1996 CCA for the WIPP as an example of an analysis involving both stochastic and subjective uncertainty [190,191,249]. Parts of this analysis involving the model for two-phase flow implemented in the BRAGFLO program have already been introduced and used to illustrate uncertainty and sensitivity analysis in the presence of subjective uncertainty (Section 6.1). Although the analyses with BRAGFLO were an important part of the 1996 WIPP PA, they constitute only one component of a large analysis. The following provides a high-level overview of sampling-based uncertainty and sensitivity analysis in the 1996 WIPP PA. The need to treat both stochastic and subjective uncertainty in the 1996 WIPP PA arose from regulations promulgated by the EPA and briefly summarized in the next paragraph.

The following is the central requirement in the EPA’s regulation for the WIPP, 40 CFR 191, Subpart B, and the primary determinant of the conceptual and computational structure of the 1996 WIPP PA (p. 38086, Ref. [192]):

§ 191.13 Containment requirements:

(a) Disposal systems for spent nuclear fuel or high-level or transuranic radioactive wastes shall be designed to provide a reasonable expectation, based upon performance assessments, that cumulative releases of
radionuclides to the accessible environment for 10,000 years after disposal from all significant processes and events that may affect the disposal system shall: (1) Have a likelihood of less than one chance in 10 of exceeding the quantities calculated according to Table 1 (Appendix A);1 and (2) Have a likelihood of less than one chance in 1,000 of exceeding ten times the quantities calculated according to Table 1 (Appendix A).

(b) Performance assessments need not provide complete assurance that the requirements of 191.13(a) will be met. Because of the long time period involved and the nature of the events and processes of interest, there will inevitably be substantial uncertainties in projecting disposal system performance. Proof of the future performance of a disposal system is not to be had in the ordinary sense of the word in situations that deal with much shorter time frames. Instead, what is required is a reasonable expectation, on the basis of the record before the implementing agency, that compliance with 191.13(a) will be achieved. The EPA also promulgated 40 CFR 194 [193], where the following elaboration on the intent of 40 CFR 191.13 is given (pp. 5242–5243, Ref. [193]):

§ 194.34 Results of performance assessments.

(a) The results of performance assessments shall be assembled into “complementary, cumulative distribution functions” (CCDFs) that represent the probability of exceeding various levels of cumulative release caused by all significant processes and events. (b) Probability distributions for uncertain disposal system parameter values used in performance assessments shall be developed and documented in any compliance application. (c) Computational techniques, which draw random samples from across the entire range of the probability distributions developed pursuant to paragraph (b) of this section, shall be used in generating CCDFs and shall be documented in any compliance application. (d) The number of CCDFs generated shall be large enough such that, at cumulative releases of 1 and 10, the maximum CCDF generated exceeds the 99th percentile of the population of CCDFs with at least a 0.95 probability. (e) Any compliance application shall display the full range of CCDFs generated. (f) Any compliance application shall provide information which demonstrates that there is at least a 95 percent level of statistical confidence that the mean of the population of CCDFs meets the containment requirements of § 191.13 of this chapter.

In addition to the requirements in 40 CFR 191.13 and 40 CFR 194.34 just quoted, 40 CFR 191 and 40 CFR 194 contain many additional requirements for the certification of the WIPP for the disposal of TRU waste [309]. However, it is the indicated requirements that determine the overall structure of the 1996 WIPP PA.

Together, 191.13(a) and 194.34(a) lead to a CCDF and boundary line [310–312] as illustrated in Fig. 19, with the CCDF for releases to the accessible environment required to fall below the boundary line. The CCDF derives from disruptions that could occur in the future and is thus characterizing the effects of stochastic uncertainty. In contrast, 194.34(b) and (c) require the characterization and propagation of the effects of subjective uncertainty. Ultimately, this uncertainty will lead to a distribution of CCDFs of the form illustrated in Fig. 19, with this distribution deriving from subjective uncertainty.

The probability space \( (\mathscr{S}_{su}, \mathscr{Z}_{su}, p_{su}) \) for subjective uncertainty used in the 1996 WIPP PA has already been introduced in Section 6.1, with Table 1 listing examples of the 57 uncertain variables associated with the elements \( x_{su} \) of \( \mathscr{S}_{su} \). Specifically, \( x_{su} \) is a vector of the form

\[
x_{su} = [x_1, x_2, \ldots, x_{57}]
\]

in the 1996 WIPP PA. The probability space \( (\mathscr{S}_{st}, \mathscr{Z}_{st}, p_{st}) \) for stochastic uncertainty derives from the many different disruptions that could occur at the WIPP over the 10,000 yr regulatory time frame imposed on it. In particular, regulatory guidance [309] and extensive review of potential features, events and processes (FEPs) that could affect the WIPP [314] led to the elements \( x_{st} \) of the sample space \( \mathscr{S}_{st} \)

Fig. 19. Boundary line and associated CCDF specified in 40 CFR 191, Subpart B (Fig. 2, Ref. [313]).

---

1 Radionuclide releases normalized to amount of radioactive material placed in the disposal facility; see Refs. [192,194] for a description of the normalization process.
being defined as vectors of the form

\[
x_{st} = [t_1, l_1, e_1, b_1, p_1, a_1, t_2, l_2, e_2, b_2, p_2, a_2, \ldots, t_n, l_n, e_n, b_n, p_n, a_n],
\]

where \(n\) is the number of exploratory drilling intrusions for natural resources (i.e. oil or gas) that occur in the immediate vicinity of the repository, \(t_i\) is the time (yr) of the \(i\)th intrusion, \(l_i\) designates the location of the \(i\)th intrusion, \(e_i\) designates the penetration of an excavated or nonexcavated area by the \(i\)th intrusion, \(b_i\) designates whether or not the \(i\)th intrusion penetrates pressurized brine in the Castile Formation, \(p_i\) designates the plugging procedure used with the \(i\)th intrusion (i.e. continuous plug, two discrete plugs, three discrete plugs), \(a_i\) designates the type of waste penetrated by the \(i\)th intrusion (i.e. no waste, contact-handled waste, and remotely handled waste, with \(a_i\) represented as a vector because a single drilling intrusion can penetrate several ‘waste streams’ that have different properties), and \(t_{\text{min}}\) is the time at which potash mining occurs within the land withdrawal boundary. The definition of \((\mathscr{S}_t, \mathcal{E}_t, p_t)\) was then completed by assigning a distribution to each element of \(x_{st}\) [315].

The FEPs review process also led to the identification of processes and associated models for use in the estimation of consequences (e.g. normalized radionuclide releases to the accessible environment in the context of the EPA regulations) for elements \(x_{st}\) of \(\mathcal{S}_t\) (Fig. 20, Table 7).

Symbolically, this estimation process can be represented by

\[
f(x_{st}) = f_C(x_{st}) + f_{SP}[x_{st}, f_B(x_{st})] + f_{DBR}[x_{st}, f_B[x_{st}], f_B(x_{st})] + f_{DL}[x_{st}, f_B(x_{st})] + f_B[x_{st}, f_B(x_{st})]
\]

where \(f(x_{st})\) ~ normalized radionuclide release to the accessible environment associated with \(x_{st}\) and, in general, many additional consequences, \(x_{st}\) ~ particular future under consideration, \(x_{st,0}\) ~ future involving no drilling intrusions but a mining event at the same time \(t_{\text{min}}\) as in \(x_{st}\), \(f_C(x_{st})\) ~ cuttings and cavings release to accessible environment for \(x_{st}\) calculated with CUTTINGS_S, \(f_{SP}[x_{st}, f_B(x_{st})]\) ~ results calculated for \(x_{st}\) with BRAGFLO (in practice, \(f_B(x_{st})\) is a vector containing a large amount of information including time-dependent pressures and saturations for gas and brine), \(f_{DBR}[x_{st}, f_B[x_{st}], f_B(x_{st})]\) ~ spallings release to accessible environment for \(x_{st}\) calculated with the spallings model contained in CUTTINGS_S, \(f_{DL}[x_{st}, f_B(x_{st})]\) ~ direct brine release to accessible environment for \(x_{st}\) calculated with a modified version of BRAGFLO designated BRAGFLO_DBR, \(f_B[x_{st}, f_B(x_{st})]\) ~ release through anhydrite marker beds to accessible environment for \(x_{st}\) calculated with NUTS, \(f_B[x_{st}, f_B(x_{st})]\) ~ release through Dewey Lake Red Beds to accessible environment for \(x_{st}\) calculated with NUTS, \(f_B[x_{st}, f_B(x_{st})]\) ~ release to land surface due to brine flow up a plugged borehole for \(x_{st}\) calculated with NUTS or PANEL as appropriate, \(f_{DL}[x_{st}, f_B(x_{st})]\) ~ flow field calculated for \(x_{st}\) with SECOFL2D, \(f_{DL}[x_{st}, f_B(x_{st})]\) ~ release to Culebra for \(x_{st}\) calculated with NUTS or PANEL as appropriate.

![Fig. 20. Computer programs (models) used in 1996 WIPP PA (Fig. 5, Ref. [313]).](image-url)
Table 7
Summary of computer models used in the 1996 WIPP PA (Table 1, Ref. [313])

BRAGFLO: Calculates multiphase flow of gas and brine through a porous, heterogeneous reservoir. Uses finite difference procedures to solve system of nonlinear partial differential equations that describes the mass conservation of gas and brine along with appropriate constraint equations, initial conditions and boundary conditions. Additional information: Section 4.2, Ref. [245]; Ref. [246]

BRAGFLO_DB: Special configuration of BRAGFLO model used in calculation of dissolved radionuclide releases to the surface (i.e. direct brine releases) at the time of a drilling intrusion. Uses initial value conditions obtained from calculations performed with BRAGFLO and CUTTINGS_S.

CUTTINGS_S: Calculates the quantity of radioactive material brought to the surface in cuttings and cuttings and also in spillings generated by an exploratory borehole that penetrates a waste panel, where cuttings designates material removed by the drillbit, cuttings designates material eroded into the borehole due to shear stresses resulting from the circular flow of the drilling fluid (i.e. mud), and spillings designates material carried to the borehole at the time of an intrusion due to the flow of gas from the repository to the borehole. Spallings calculation uses initial value conditions obtained from calculations performed with BRAGFLO.

GRASP-INV: Generates transmissivity fields (estimates of transmissivity values) conditioned on measured transmissivity values and calibrated to steady-state and transient pressure data at well locations using an adjoint sensitivity and pilot-point technique. Additional information: Refs. [318, 319].

NUTS: Solves system of partial differential equations for radionuclide transport in vicinity of repository. Uses brine volumes and flows calculated by BRAGFLO as input. Additional information: Section 4.3, Ref. [245]; Ref. [320].

PANEL: Calculates rate of discharge and cumulative discharge of radionuclides from a waste panel through an intruding borehole. Discharge is a function of fluid flow rate, elemental solubility and radionuclide inventory. Uses brine volumes and flows calculated by BRAGFLO as input. Based on solution of system of linear ordinary differential equations. Additional information: Section 4.4, Ref. [245]; Ref. [320].

SANTOS: Solves quasistatic, large deformation, inelastic response of two-dimensional solids with finite element techniques. Used to determine porosity of waste as a function of time and cumulative gas generation, which is an input to calculations performed with BRAGFLO. Additional information: Section 4.2.3, Ref. [245]; Refs. [321,322].

SECOFL2D: Calculates single-phase Darcy flow for groundwater flow in two dimensions. The formulation is based on a single partial differential equation for hydraulic head using fully implicit time differencing. Uses transmissivity fields generated by GRASP-INV. Additional information: Section 4.8, Ref. [245]; Ref. [323].

SEOTP2D: Simulates transport of radionuclides in fractured porous media. Solves two partial differential equations: one provides two-dimensional representation for convective and diffusive radionuclide transport in fractures and the other provides one-dimensional representation for diffusion of radionuclides into rock matrix surrounding the fractures. Uses flow field calculated by SECOFL2D. Additional information: Section 4.9, Ref. [245]; Ref. [323].

The probability space \((\mathcal{S}_{\text{su}}, \Xi_{\text{su}}, p_{\text{su}})\) for stochastic uncertainty and the function \(f\) indicated in Eq. (7.3) lead to the required CCDF for normalized releases to the accessible environment (Fig. 19). In particular, this CCDF can be represented as an integral involving \((\mathcal{S}_{\text{st}}, \Xi_{\text{st}}, p_{\text{st}})\) and \(f\) (Fig. 21). If \((\mathcal{S}_{\text{st}}, \Xi_{\text{st}}, p_{\text{st}})\) and \(f\) could be unambiguously defined, then the CCDF in Fig. 21 could be determined with certainty and compared against the specified boundary line. Unfortunately, such certainty does not exist in the 1996 WIPP PA, which leads to the probability space \((\mathcal{S}_{\text{su}}, \Xi_{\text{su}}, p_{\text{su}})\) for subjective uncertainty.

When the elements \(x_{\text{su}}\) of \(\mathcal{S}_{\text{su}}\) are included, the function \(f\) in Eq. (7.3) has the form \(f(x_{\text{st}}, x_{\text{su}})\). In turn, the expression defining the CCDF in Fig. 21 becomes

\[
\text{prob}(\text{Rel} > R|x_{\text{su}}) = \int_{\mathcal{S}_{\text{st}}} \delta_{\text{st}}(f(x_{\text{st}}, x_{\text{su}}))|d_{\text{st}}(x_{\text{st}}|x_{\text{su}})| dV_{\text{st}},
\]

where \(\delta_{\text{st}}(f(x_{\text{st}}, x_{\text{su}})) = 1\) if \(f(x_{\text{st}}, x_{\text{su}}) > R\) and 0 if \(f(x_{\text{st}}, x_{\text{su}}) \leq R\). Uncertainty in \(x_{\text{su}}\) as characterized by \((\mathcal{S}_{\text{su}}, \Xi_{\text{su}}, p_{\text{su}})\) then leads to a distribution of CCDFs, with one CCDF resulting for each \(x_{\text{su}}\) in \(\mathcal{S}_{\text{su}}\) (Fig. 22).

7.3. Implementation of 1996 WIPP PA

The guidance in 194.34(a) was implemented by developing the probability space \((\mathcal{S}_{\text{st}}, \Xi_{\text{st}}, p_{\text{st}})\), the function \(f(x_{\text{st}}, x_{\text{su}})\), and a Monte Carlo procedure based on simple random sampling (Section 5.1) for the approximation of the integral, and hence the associated CCDF, in Eq. (7.4). Conditional on an element \(x_{\text{su}}\) of \(\mathcal{S}_{\text{su}}\), the Monte Carlo

and \(f_{S-T}(x_{\text{st}}|\mathcal{S}_{\text{su}}, f_{S-F}(x_{\text{su}}), f_{N-P}(x_{\text{st}}|x_{\text{su}})) \sim \text{groundwater transport release through Culebra to accessible environment calculated with SEOTP2D (} x_{\text{su},0} \text{ is used as an argument to} f_{S-T} \text{because drilling intrusions are assumed to cause no perturbations to the flow field in the Culebra).}
The requirement in 194.34(f) involves the mean of the distribution of CCDFs, with this distribution resulting from subjective uncertainty (Fig. 22). In particular, each individual CCDF in Fig. 22 is conditional on an element $x_{su}$ of $S_{su}$ and is defined by the points $[R, \text{prob}(\text{Rel} > R|x_{su})]$, with $\text{prob}(\text{Rel} > R|x_{su})$ given in Eq. (7.5). Similarly, the mean CCDF is defined by the points $[R, \text{prob}(\text{Rel} > R)]$, where

$$\text{prob}(\text{Rel} > R) = \text{mean probability of a release greater than size } R$$

$$= \int_{S_{su}} \text{prob}(\text{Rel} > R|x_{su}) d_{su}(x_{su}) dV_{su}$$

$$= \int_{S_{su}} \left\{ \delta_{R}(f(x_{st}, x_{su})) d_{su}(x_{su}) dV_{st} \right\} d_{su}(x_{su}) dV_{su}$$

(7.7)

and $d_{su}(x_{su})$ is the density function associated with $(S_{su}, \Xi_{su}, p_{su})$. The integral over $S_{su}$ in the definition of $\text{prob}(\text{Rel} > R)$ is too complex to be determined exactly. The EPA anticipated that a sampling-based integration procedure would be used to estimate this integral, with the requirement in 194.34(f) placing a condition on the accuracy of this procedure.

Given that Latin hypercube sampling is to be used to estimate the outer integral in Eq. (7.7), the confidence intervals required in 194.34(f) can be obtained with the replicated sampling technique proposed by Iman (Section 5.3). As discussed in Section 5.3, the LHS to be used is repeatedly generated with different random seeds. These samples lead to a sequence $\text{prob}_r(\text{Rel} > R), r = 1, 2, \ldots, nR$, of estimated mean exceedance probabilities, where $\text{prob}_r(\text{Rel} > R)$ defines the mean CCDF obtained for sample $r$ (i.e. $\text{prob}_r(\text{Rel} > R)$ is the mean probability that a normalized release of size $R$ will be exceeded; see Eq. (7.7)) and $nR$ is the number of independent LHSs generated with different random seeds. Then,

$$\overline{\text{prob}}(\text{Rel} > R) = \sum_{r=1}^{nR} \text{prob}_r(\text{Rel} > R) / nR$$

(7.8)

and

$$SE(R) = \left\{ \sum_{r=1}^{nR} \left( \overline{\text{prob}}(\text{Rel} > R) - \text{prob}_r(\text{Rel} > R) \right)^2 / nR(nR - 1) \right\}^{1/2}$$

(7.9)

provide an additional estimate of the mean CCDF and estimates of the standard errors associated with the individual mean exceedance probabilities $\overline{\text{prob}}(\text{Rel} > R)$ that define this CCDF. The $t$-distribution with $nR - 1$ degrees of freedom can be used to place confidence intervals around the mean exceedance probabilities for individual $R$ values (i.e. around $\overline{\text{prob}}(\text{Rel} > R)$). Specifically, the $1 - \alpha$ confidence interval is given by $\overline{\text{prob}}(\text{Rel} > R) \pm t_{1-\alpha/2} SE(R)$, where $t_{1-\alpha/2}$ is the $1 - \alpha / 2$ quantile of
the $t$-distribution with $nR-1$ degrees of freedom (e.g., $t_{1-\alpha/2}=4.303$ for $\alpha=0.05$ and $nR=3$; Ref. [218], Table A25). The same procedure can also be used to place pointwise confidence intervals around percentile curves. The implementation of this procedure is the reason for the three replicated LHSs indicated in Section 6.1.

At the beginning of the computational implementation of the 1996 WIPP PA, only the 31 variables in $x_{su}$ that are used as input to BRAGFLO had been fully specified (i.e. their distributions $D_j$ had been unambiguously defined); the remaining variables that would be incorporated into the definition of $x_{su}$ were still under development. To allow the calculations with BRAGFLO to proceed, the LHSs indicated in Section 6.1 were actually generated from $nX=75$ variables, with the first 31 variables being the then specified inputs to BRAGFLO and the remaining 44 variables being assigned uniform distributions on $[0,1]$. Later, when the additional variables were fully specified, the uniformly distributed variables were used to generate sampled values from them consistent with their assigned distributions. This procedure allowed the analysis to go forward while maintaining the integrity of the Latin hypercube sampling procedure for the overall analysis. As previously indicated, 26 additional variables were eventually defined, with the result that the elements $x_{su}$ of $S_{su}$ had an effective dimension of $nX=57$.

### 7.4. Uncertainty and sensitivity analysis results in 1996 WIPP PA

The CCDF used in comparisons with the EPA release limits (Figs. 19 and 21) is the most important single result generated in the 1996 WIPP PA. This CCDF arises from stochastic uncertainty. However, because there is subjective uncertainty in quantities used in the generation of this CCDF, its value cannot be unambiguously known. The use of Latin hypercube sampling leads to an estimate of the uncertainty in the location of this CCDF (Fig. 23), with the individual CCDFs falling substantially to the left of the release limits. The left frame (Fig. 23a) shows the individual CCDFs obtained for replicate R1, and the right frame (Fig. 23b) shows the mean and selected percentile curves obtained from pooling the three replicates. The mean curve in Fig. 23b is formally defined in Eq. (7.7), and the construction procedures used to obtain the individual curves in Fig. 23b are described in conjunction with Fig. 13.

The replicated samples described in Section 6.1 were used to obtain an indication of the stability of results obtained with Latin hypercube sampling. For the total release CCDFs in Fig. 23, the results obtained for the three replicates (i.e. R1, R2, R3) were very stable, with little variation in the locations of the mean and percentile curves occurring across replicates (Fig. 24a). Indeed, the mean and percentile curves for the individual replicates overlap each other to the extent that they are almost indistinguishable. As a result, the procedure indicated in conjunction with Eqs. (7.8) and (7.9) provides a very tight confidence interval around the estimated mean CCDF (Fig. 24b).

The sampling-based approach to uncertainty analysis has created a pairing between the individual LHS elements and the individual CCDFs in Fig. 23a that can be explored with the previously discussed sensitivity analysis techniques (Section 6). One possibility for

![Fig. 23. Distribution of CCDFs for total normalized release to the accessible environment over 10,000 yr: (a) 100 individual CCDFs for replicate R1, and (b) mean and percentile curves estimated from 300 CCDFs obtained by pooling replicates R1, R2 and R3 (Figs. 6 and 7, Ref. [313]).](image-url)
investigating the sources of the uncertainty that give rise to the distribution of CCDFs in Fig. 23a is to determine what is giving rise to the variation in exceedance probabilities for individual release values on the abscissa. This variation in exceedance probabilities can be investigated in exactly the same manner as the variation in cumulative gas generation (GAS_MOLE) and brine inflow (BRAALIC) at individual times was investigated for the curves in Fig. 11 and presented in Fig. 17. Specifically, PRCCs, SRRCs, or some other measure of sensitivity can be calculated for the exceedance probabilities associated with individual release values. This measure for different sampled variables can be plotted above the corresponding release values on the abscissa and then connected to obtain a representation for how sensitivity changes for changing values on the abscissa. For the CCDFs in Fig. 23a, this analysis approach shows that the exceedance probabilities for individual release values are primarily influenced by WMICDFLG and WTAUFAIL, with the exceedance probabilities tending to increase as WMICDFLG increases and tending to decrease as WTAUFAIL increases (Fig. 25).

Another possibility is to reduce the individual CCDFs to expected values over stochastic uncertainty and then to perform a sensitivity analysis on the resultant expected values. In the context of the CCDF representation in Eq. (7.4), this expected value can be formally defined by

$$E(R|X_{m,k}) = \int_{\mathcal{X}} f(x_{m}, x_{s}) d_{a}(x_{s} | x_{m}) dV_{a}.$$  \hspace{1cm} (7.10)

The LHS then results in a sequence of values $E(R|X_{m,k}), k = 1, 2, \ldots, nLHS = 300$, that can be explored with the previously discussed sensitivity analysis procedures. For example, stepwise regression analysis shows that WMICDFLG and WTAUFAIL are the dominant variables with respect to the uncertainty in $E(R|X_{m})$, with lesser effects due to a number of additional variables (Table 8).

This section briefly describes the 1996 WIPP PA and illustrates uncertainty and sensitivity analysis procedures based on Latin hypercube sampling in the context of this PA. Additional details are available in other presentations [191,245,249,325].
Table 8
Stepwise regression analysis with rank-transformed data for expected normalized release associated with individual CCDFs for total release due to cuttings and cavings, spallings and direct brine release (Table 5, Ref. [325])

<table>
<thead>
<tr>
<th>Step</th>
<th>Expected normalized release</th>
<th>SRRC</th>
<th>R²d</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>WMICDFLG</td>
<td>0.60</td>
<td>0.40</td>
</tr>
<tr>
<td>2</td>
<td>WTAUFAIL</td>
<td>−0.39</td>
<td>0.55</td>
</tr>
<tr>
<td>3</td>
<td>WGRCOR</td>
<td>0.21</td>
<td>0.59</td>
</tr>
<tr>
<td>4</td>
<td>WPRTDIAM</td>
<td>−0.19</td>
<td>0.63</td>
</tr>
<tr>
<td>5</td>
<td>HALPOR</td>
<td>0.17</td>
<td>0.65</td>
</tr>
<tr>
<td>6</td>
<td>BHPRM</td>
<td>0.17</td>
<td>0.68</td>
</tr>
<tr>
<td>7</td>
<td>HALPRM</td>
<td>0.16</td>
<td>0.71</td>
</tr>
<tr>
<td>8</td>
<td>WASTWICK</td>
<td>0.11</td>
<td>0.72</td>
</tr>
<tr>
<td>9</td>
<td>ANHPRM</td>
<td>0.09</td>
<td>0.73</td>
</tr>
</tbody>
</table>

a. Steps in stepwise regression analysis with significance levels of α = 0.02 and α = 0.05 required of a variable for entry into and retention in a regression model, respectively.

b. Variables listed in order of selection in regression analysis with ANHCOMP and HALCOMP excluded from entry into regression model because of −0.99 rank correlation within the pairs (ANHPRM, ANHCOMP) and (HALPRM, HALCOMP).

c. Standardized rank regression coefficients (SRRCs) in final regression model.

d. Cumulative $R^2$ value with entry of each variable into regression model.

8. Discussion

Latin hypercube sampling has become a widely used sampling technique for the propagation of uncertainty in analyses of complex systems. A check of the original article [31] in Science Citation Index or SciSearch can be used to obtain both a list of all citations and also the most recent citations to this technique. This review ends with a discussion of some of the reasons for the popularity of Latin hypercube sampling (Section 8.1) and some additional thoughts on the propagation of uncertainty in analyses for complex systems (Section 8.2).

8.1. Popularity of Latin hypercube sampling

Reasons that have led to the popularity of Monte Carlo techniques in general and Latin hypercube sampling in particular for uncertainty and sensitivity analysis of complex models include (i) conceptual simplicity and ease of implementation, (ii) dense stratification over the range of each sampled variable, (iii) direct provision of uncertainty analysis results without the use of surrogate models as approximations to the original model, (iv) availability of a variety of sensitivity analysis procedures, and (v) effectiveness as a model verification procedure. The preceding reasons are discussed in more detail below.

Conceptual simplicity and ease of implementation. A Monte Carlo approach to the propagation of uncertainty is easy to explain. Further, the definition of Latin hypercube sampling is straightforward, and the reason why its enforced stratification improves the results of an analysis for a given sample size is easy to grasp on an intuitive level. Thus, the presentation of Monte Carlo and Latin hypercube results to individuals of different levels of technical sophistication (e.g. other scientists working in the same or related fields, private or governmental decision makers, the general public) is relatively straightforward. In contrast, some of the other techniques for the propagation and analysis of uncertainty are less transparent (e.g. RSM, FAST, Sobol’ variance decomposition, FPI) and thus more difficult to present.

Analyses based on Latin hypercube sampling are typically easy to implement. Software is available to generate LHSs and also to implement the Iman/Conover restricted pairing technique for the control of correlations within the sample (e.g. Ref. [165]). Further, propagation of the sample through the model under consideration is straightforward in most analyses. In practice, this propagation often involves little more than putting a ‘DO Loop’ around the model which (i) reads the individual sample elements, (ii) uses these elements to generate input in the form required by the model, (iii) runs the model, and (iv) saves model results for later analysis.

In contrast, implementation of the other analysis procedures can be considerably more difficult: (i) RSM requires the development of both a suitable experimental design and the construction of a surrogate model, (ii) differential analysis requires the determination of the necessary model derivatives, (iii) FAST and Sobol’ variance decomposition require the development and evaluation of suitable integrals involving the model to obtain the associated variance decompositions, and (iv) FPI requires the evaluation and use of model derivatives in the location of the MPP. Not only are the above procedures conceptually and computationally complex but, in many analyses, they can require more computational effort (i.e. model evaluations) than a Monte Carlo analysis with Latin hypercube sampling.

Analyses that involve a single model are relatively easy to implement and explain. Analyses that involve a sequence of linked, and possibly quite complex, models are more difficult to implement and explain. Examples of such analyses are the NRC’s reassessment of the risk from commercial nuclear power reactors (i.e. NUREG-1150) [172,173,183] and the DOE’s PA in support of a CCA for the WIPP [191,245,249,325]. However, in such analyses, a sampling-based approach provides a way to examine results at model interfaces and develop a computational strategy for the overall assembly of the analysis. Analyses using the other techniques described in Section 2 seem less useful in the design, integration and ultimate performance of an analysis that involves the propagation of uncertainty through a sequence of linked models.

Dense stratification over range of each sampled variable. Latin hypercube sampling results in a denser stratification over the range of each sampled variable than would be obtained with a classical experimental design of the type
typically used in conjunction with RSM and a more uniform stratification than would be obtained with random sampling. Further, the random pairing associated with Latin hypercube sampling spreads the sampled points throughout the high-dimensional sample space.

Real analyses typically have a large number of analysis outcomes of interest. Further, these outcomes are often spatially or temporally dependent. The result is that most, if not all, of the sampled variables can be important to one or more of the analysis outcomes. The dense stratification over the range of each sampled variable with Latin hypercube sampling results in each variable being sampled in a manner that allows its effects to be recognized if such effects exist.

It is a mistake to assume that the important effects associated with a variable only occur at the end points of its range. Instead, it is quite possible that the most important effects associated with a variable could occur in an interior part of its range (e.g. Fig. 18a). The dense stratification associated with Latin hypercube sampling allows the identification of such effects when they occur. Further, this stratification also facilitates the identification of interactions involving multiple variables (e.g. Fig. 16; also Figs. 8 and 9, Ref. [171]).

Direct provision of uncertainty analysis results. Because probabilistic weights can be associated with individual sample elements, Latin hypercube sampling, random sampling and stratified sampling can be used to obtain estimates of distribution functions directly from model results. Further, these estimates are unbiased, although some bias may be introduced if the Iman/Conover restricted pairing technique (Section 5.1) is used.

Latin hypercube sampling tends to produce more stable results (i.e. less variation in estimated distribution functions from sample to sample) than random sampling. However, examples can be obtained in which Latin hypercube sampling and random sampling produce results of similar stability by constructing a model in which variations in model behavior take place on a scale that is much smaller than the interval sizes in the LHS that result from the sample size selected for use. Stratified sampling can produce better distribution function estimates than either Latin hypercube or random sampling provided enough information is available to define the strata and calculate the associate strata probabilities. Thus, stratified sampling is typically used only when a substantial knowledge base has already been obtained about the problem under consideration and is usually not appropriate in an initial exploratory analysis. Further, it is difficult to define a meaningful stratified sampling plan when many analysis outcomes are under consideration, as is usually the case in most real analyses.

In contrast to Latin hypercube, random and stratified sampling, FPI is intended primarily for estimating the tails of a distribution rather than the full distribution. Differential analysis in conjunction with the associated Taylor series provides an estimate for model variance rather than the full distribution function; further, the expected values of analysis outcomes are usually taken to be the outcome of the model evaluated at the expected values of the inputs. The FAST approach and Sobol’ variance decomposition are also used to estimate expected values and variances rather than full distribution functions, although the calculations used to obtain expected values can also be used to produce estimated distribution functions.

An important characteristic of Latin hypercube and random sampling is that the resultant model evaluations can be used to provide estimated distribution functions for all analysis outcomes. In particular, a different analysis/computational strategy does not have to be developed and implemented for each analysis outcome. As already indicated, real analyses typically have a large number of outcomes of interest, and the necessity to develop a separate investigation for each of them can impose unreasonable demands on both human and computational resources.

Variety of sensitivity analysis procedures. Latin hypercube and random sampling generate a mapping from uncertain analysis inputs to analysis results. Once generated, this mapping can be explored with a variety of techniques, including examination of scatterplots, correlation analysis, regression analysis, rank transformations, tests for nonmonotonic patterns, and tests for random patterns. This variety of techniques allows flexibility in developing a sensitivity analysis that is appropriate for the particular analysis situation under consideration. Again, Latin hypercube sampling is particularly effective in sensitivity analyses with small samples due to its efficient stratification across the range of each uncertain variable.

Sensitivity analyses in differential analysis and RSM are typically based on assessing either the effects of perturbations away from base values or fractional contributions to variance. In either case, the resultant sensitivity analyses are no better than the surrogate models (i.e. Taylor series or response surfaces) over the range of uncertainty under consideration. Fast probability integration (FPI) is primarily an uncertainty analysis procedure and is usually not used in sensitivity analysis.

The FAST approach and Sobol’ variance decomposition provide very appealing sensitivity analysis results. In particular, they provide a complete decomposition of variance into the components due to individual variables and interactions between variables. Unfortunately, if the model under consideration is expensive to evaluate or a large number of analysis outcomes are being investigated, the computational cost of implementing these procedures may be prohibitive. Although the FAST approach and the Sobol’ variance decomposition are calculated under the assumption that model inputs are independent, variance decomposition procedures exist that can be used with correlated inputs [135–137].

Model verification. Sampling-based uncertainty and sensitivity analysis provides a very powerful tool in model verification. Here, model verification is used to mean checking the correctness of the implementation of a model
and/or an analysis and thus is distinct from model validation, which involves checking the capability of the model and/or analysis to represent the physical system under study. Propagation of a sample through an analysis provides a very extensive exercising of its many components. Gross errors will often be revealed by the failure of the analysis for some sample elements or possibly by the appearance of clearly erroneous results. Further, subtler errors are often revealed in sensitivity analyses (e.g. a variable having a small negative effect when the underlying physics implies that it should have a small positive effect or when a variable is shown to affect an analysis result on which it should have no effect).

Sensitivity analysis provides a way to examine a large number of analysis outcomes for anomalous behavior in a very rapid manner. Further, relatively small effects can be observed. Sampling-based sensitivity analysis is much more effective in searching for analysis errors than simply running the model for a limited number of cases and then examining the results of these calculations. A sampling-based sensitivity analysis should be included as part of any serious model/analysis verification effort. Latin hypercube sampling is particularly effective in model verification due to the dense stratification across the range of each sampled variable.

8.2. Additional thoughts

Uncertainty and sensitivity analyses for complex systems are typically iterative. An initial study is often performed to gain perspectives on (i) the behavior of the model(s) involved, (ii) strategies for carrying out a final and defensible analysis, and (iii) the most important variables with respect to the uncertainty in outcomes of interest. In such preliminary analyses, rather crude characterizations of variable uncertainty may be adequate. Once system behavior is better understood and the more important variables with respect to this behavior are identified, resources can be focused on improving the characterization of the uncertainty in these important variables. Further, iterative analyses facilitate quality assurance by providing repeated opportunities to check the correctness of model and analysis implementation. Sampling-based approaches to uncertainty and sensitivity analysis are particularly effective in iterative analyses due to the extensive exercising of the model(s) and associated analysis structure and the availability of a variety of uncertainty and sensitivity analysis results.

Concern is often expressed about the computational cost of carrying out a Monte Carlo analysis. In most analyses, the human cost of developing the model, carrying out the analysis, and documenting and defending the analysis will be far greater than the computational cost (i.e. for CPU time) of performing the necessary calculations. Latin hypercube sampling was developed to improve the quality of uncertainty and sensitivity analysis results relative to those that could be obtained with a random sample of the same size. However, if the model is inexpensive to evaluate, a large sample size can be used, and whether Latin hypercube or random sampling is used will have little effect on either the cost of the analysis or the quality of the results obtained.

Some individuals express a broad, almost philosophical, dislike for Monte Carlo analysis procedures. This makes little sense. Monte Carlo procedures are just a way of carrying out a numerical integration and developing a mapping between model inputs and outputs. There may be reasons to question the model in use or the distributions assigned to uncertain variables, but these are not reasons to question Monte Carlo procedures themselves. Of course, a Monte Carlo analysis has to be carried out with a sufficiently large sample to produce results with a resolution appropriate for the purposes of the analysis. Replicated sampling provides one way to investigate the robustness of analysis outcomes and thus the appropriateness of the sample size selected for use; further, the individual replicates can be pooled to produce the final presentation results of the analysis.

Many large analyses involve a separation of subjective (i.e. epistemic) uncertainty and stochastic (i.e. aleatory) uncertainty (e.g. the NUREG-1150 probabilistic risk assessments (PRAs) and the WIPP PA as previously mentioned). In such analyses, a common strategy is to use Latin hypercube sampling to propagate the effects of subjective uncertainty, and random or stratified sampling to propagate the effects of stochastic uncertainty. With this approach, the effect of stochastic uncertainty is being calculated conditional on individual LHS elements. Typical analysis outcomes are distributions of CCDFs, with the individual CCDFs arising from stochastic uncertainty and the distributions of CCDFs arising from subjective uncertainty. The efficient stratification associated with Latin hypercube sampling is important in analyses of this type due to the possibly large computational effort required in the determination of the effects of stochastic uncertainty.

Random or stratified sampling is often a better choice than Latin hypercube sampling for the incorporation of stochastic uncertainty into an analysis. With random sampling, it is possible to build up a sample by selecting one sampled value at a time. In contrast, Latin hypercube sampling requires the entire sample to be selected at one time. As a result, random sampling often works better than Latin hypercube sampling when the values to be sampled are closely linked to effects that derive from previously sampled values (e.g. when the stopping point for a sampling process is determined by previously sampled values). The WIPP PA used random sampling to incorporate the effects of stochastic uncertainty due to the need to determine the effects of randomly occurring drilling intrusions over a 10,000 yr period. With stratified sampling, it is possible to force the inclusion of low-probability but high-consequence events into the analysis. The NUREG-1150 PRAs used stratified sampling implemented by event trees to assure the inclusion of, and also to calculate the probability of, low-probability/high-consequence accidents.
No approach to the propagation and analysis of uncertainty can be optimum for all needs. For example and depending on the particular problem, stratified sampling or FPI can be more appropriate than Latin hypercube sampling for the estimation of the extreme quantiles of a distribution. Likewise, differential analysis may be the preferred approach if it is necessary to determine the effects of small perturbations away from base-case values, and the FAST approach or Sobol’ variance decomposition may be the preferred approach if it is necessary to determine a complete variance decomposition. However, it is the authors’ view that Monte Carlo analysis with Latin hypercube sampling is the most broadly applicable approach to the propagation and analysis of uncertainty and often the only approach that is needed.
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