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Abstract

The Waste Isolation Pilot Plant (WIPP) is under development by the U.S. Department of Energy (DOE) for the geologic (deep underground) disposal of transuranic (TRU) waste. This development has been supported by a sequence of performance assessments (PAs) carried out by Sandia National Laboratories (SNL) to assess what is known about the WIPP and to provide guidance for future DOE research and development activities. Uncertainty and sensitivity analysis procedures based on Latin hypercube sampling and regression techniques play a major role in these PAs by providing an assessment of the uncertainty in important analysis outcomes and identifying the sources of this uncertainty. Performance assessments for the WIPP are conceptually and computationally interesting due to regulatory requirements to assess and display the effects of both stochastic (i.e., aleatory) and subjective (i.e., epistemic) uncertainty, where stochastic uncertainty arises from the possible disruptions that could occur over the 10,000 yr regulatory period associated with the WIPP and subjective uncertainty arises from an inability to unambiguously characterize the many models and associated parameters required in a PA for the WIPP. The interplay between uncertainty analysis, sensitivity analysis, stochastic uncertainty and subjective uncertainty is discussed and illustrated in the context of a recent PA carried out by SNL to support an application by the DOE to the U.S. Environmental Protection Agency for the certification of the WIPP for the disposal of TRU waste.

1. Introduction

The Waste Isolation Pilot Plant (WIPP) is under development by the U.S. Department of Energy (DOE) for the geologic (deep underground) disposal of transuranic (TRU) waste [1–3]. The WIPP is located in southeastern New Mexico, with waste disposal planned to take place in excavated chambers (i.e., waste panels) in a salt formation approximately 2000 ft below the land surface (Fig. 1).
Fig. 1. Cross-sectional view of the WIPP [4, Fig. 1-9, Vol. 1]; see [5, Section 2.2, Vol. 2] for detailed stratigraphy.

An important part of the development process for the WIPP has been a series of uncertainty and sensitivity analyses carried out by Sandia National Laboratories (SNL) to assess the current state of knowledge with respect to the WIPP and to provide guidance for future model development and research activities [4-7], with these analyses having been extensively reported in the journal literature [8-13]. The most recent uncertainty and sensitivity analyses [14,15] have been carried out in support of an application by the DOE to the U.S. Environmental Protection Agency (EPA) for the certification of the WIPP for the disposal of TRU waste (i.e., the compliance certification application or CCA) [16].

In response to the CCA, the EPA certified the WIPP for the disposal of TRU waste in May 1998 [17]. At present (August 1998), several legal actions are pending that seek to block the opening of the WIPP. If these actions are unsuccessful, the WIPP will be the first facility in the United States to begin operation for the geologic disposal of radioactive waste.

Regulations promulgated by the EPA (i.e., 40 CFR 191, Subpart B [18,19]) determined the nature of the calculations performed by SNL to support the CCA and also the uncertainty and sensitivity analyses implemented as part of these calculations. The following is the central requirement of 40 CFR 191, Subpart B, and the primary determinant of the structure of the analysis (i.e., performance assessment or PA) carried out to support the CCA:

§191.13 Containment requirements.

(a) Disposal systems for spent nuclear fuel or high-level or transuranic radioactive wastes shall be designed to provide a reasonable expectation, based upon performance assessments, that cumulative releases of radionuclides to the accessible environment for 10,000 years after disposal from all significant processes and events that may affect the disposal system shall: (1) Have a likelihood of less than one chance in 10 of exceeding the quantities calculated according to Table 1; and (2) Have a likelihood of less than one chance in 1000 of exceeding ten times the quantities calculated according to Table 1.

(b) Performance assessments need not provide complete assurance that the requirements of 191.13(a) will be met. Because of the long time period involved and the nature of the events and processes of interest,
there will inevitably be substantial uncertainties in projecting disposal system performance. Proof of the future performance of a disposal system is not to be had in the ordinary sense of the word in situations that deal with much shorter time frames. Instead, what is required is a reasonable expectation, on the basis of the record before the implementing agency, that compliance with 191.13(a) will be achieved.

Containment Requirement 191.13(a) refers to “quantities calculated according to Table 1”, which means a normalized radionuclide release to the accessible environment based on the type of waste being disposed of, the initial waste inventory, and the release that takes place [18, Appendix A]. Table 1 (Appendix A) of [18] specifies allowable releases (i.e., release limits) for individual radionuclides. The WIPP is intended for TRU waste, which is defined to be “waste containing more than 100 nanocuries of alpha-emitting transuranic isotopes, with half-lives greater than twenty years, per gram of waste” [18, p. 38084]. Specifically, the normalized release \( R \) for transuranic waste is defined by

\[
R = \sum_i \left( \frac{Q_i}{L_i} \right) \left( 1 \times 10^6 \text{ Ci}/C \right),
\]

where \( Q_i \) is the cumulative release of radionuclide \( i \) to the accessible environment during the 10000-yr period following closure of the repository (Ci), \( L_i \) is the release limit (Ci) for radionuclide \( i \) (Table 1, [18]) and \( C \) is the amount of TRU waste emplaced in the repository (Ci). For the 1996 WIPP PA (i.e., the PA carried out in support of the CCA), \( C = 3.44 \times 10^6 \text{ Ci} \).

To help clarify the intent of 40 CFR 191, the EPA also published 40 CFR 194 [20]. There, the following elaboration on the intent of 40 CFR 191.13 appears [20, pp. 5242-5243]:

\( \S \) 194.34 Results of performance assessments.

(a) The results of performance assessments shall be assembled into “complementary, cumulative distribution functions” (CCDFs) that represent the probability of exceeding various levels of cumulative release caused by all significant processes and events.

(b) Probability distributions for uncertain disposal system parameter values used in performance assessments shall be developed and documented in any compliance application.

(c) Computational techniques, which draw random samples from across the entire range of the probability distributions developed pursuant to paragraph (b) of this section, shall be used in generating CCDFs and shall be documented in any compliance application.

(d) The number of CCDFs generated shall be large enough such that, at cumulative releases of 1 and 10, the maximum CCDF generated exceeds the 99th percentile of the population of CCDFs with at least a 0.95 probability.

(e) Any compliance application shall display the full range of CCDFs generated.

(f) Any compliance application shall provide information which demonstrates that there is at least a 95 percent level of statistical confidence that the mean of the population of CCDFs meets the containment requirements of \( \S \) 191.13 of this chapter.

An interesting feature of analyses to assess compliance with 191.13(a) and (b) is the requirement to incorporate two distinct treatments of uncertainty [21-24]. First, there is the uncertainty that leads to the CCDF specified in 191.13(a). This uncertainty results from an assumed randomness in what will occur at the WIPP site over the next 10000 yr. Numerous designations for such uncertainty have been used in the literature, including stochastic, aleatory, variability, irreducible and type A. Second, there is the uncertainty characterized by the distributions called for in 194.34(b). This uncertainty results from a lack of knowledge about models and parameter values required in the construction of the CCDF specified in 191.13(a) and leads to the distribution of CCDFs called for in 194.34(e). Numerous designations for this characterization of uncertainty have also been used, including subjective, epistemic, state of knowledge, reducible and type B. In this presentation, stochastic and subjective will be used as the designations for these two types of uncertainty. Decompositions
of uncertainty in large analyses similar to that implemented in the WIPP PA have been widely discussed from various perspectives [25–30].

The terms uncertainty analysis and sensitivity analysis as used in analyses for the WIPP refer to assessments of the effects of subjective uncertainty. Specifically, uncertainty analysis designates an investigation of the uncertainty in model predictions that results from uncertainty in model inputs, and sensitivity analysis designates an investigation to determine the effects of individual variables on model predictions. Stochastic uncertainty enters into uncertainty and sensitivity analyses for the WIPP because the CCDF specified in 191.13(a), which deriving from stochastic uncertainty, is the single most important result considered in such analyses.

2. Overview of PA for the WIPP (adapted from [15,33])

When viewed at a high level, three basic entities underlie the results required in 191.13 and 194.34 and ultimately determine the conceptual and computational structure of the 1996 WIPP PA: EN1, a probabilistic characterization of the likelihood of different futures occurring at the WIPP site over the next 10,000 yr; EN2, a procedure for estimating the radionuclide releases to the accessible environment associated with each of the possible futures that could occur at the WIPP site over the next 10,000 yr; and EN3, a probabilistic characterization of the uncertainty in the parameters used in the definitions of EN1 and EN2. The term parameter employed in the description of EN3 is used in a sense that is sufficiently broad to include designators for alternative models or model structures. In the terminology of Draper [31] and Draper et al. [32], EN1 characterizes scenario uncertainty; EN2 involves models and their structure; and EN3 characterizes uncertainty in both model structure and parameters used within models. Together, EN1 and EN2 give rise to the CCDF specified in 191.13(a) (Fig. 2), and EN3 corresponds to the distributions indicated in 194.34(b). In the context of PA for the WIPP, uncertainty and sensitivity analysis involves the determination of the effects of the uncertainty characterized by EN3 on results that derive from EN1 and EN2.

The entity EN1 is the outcome of the scenario development process for the WIPP and provides a probabilistic characterization of the likelihood of different futures that could occur at the WIPP over the next 10,000 yr as specified in 191.13(a). When viewed formally, EN1 is defined by a probability space \((S_{st}, \mathcal{S}_{st}, p_{st})\), with the sample space \(S_{st}\) given by

\[
S_{st} = \{x_{st} : x_{st} \text{ is a possible 10,000 yr sequence of occurrences at the WIPP}\}.
\] (2)

Further, in consistency with the usual representation for a probability space, \(S_{st}\) is a suitably restricted collection...
of subsets of $S_{st}$ that have defined probabilities, and $p_{st}$ is the function (i.e., a probability measure) that actually defines the probabilities of the individual elements of $S_{st}$ [34, p. 116]. The subscript 'st' refers to stochastic uncertainty and is used because $(S_{st}, S_{st}, p_{st})$ is providing a probabilistic characterization of random occurrences that may take place in the future.

Guidance by the EPA [20] and an extensive review of possible disruptions at the WIPP led to drilling intrusions and potash mining being the only occurrences incorporated into the definition of $S_{st}$. Specifically, the elements $x_{st}$ of $S_{st}$ are vectors of the form

$$
x_{st} = [t_1, l_1, e_1, b_1, p_1, a_1, t_2, l_2, e_2, b_2, p_2, a_2, \ldots, t_n, l_n, e_n, b_n, p_n, a_n, t_{\text{min}}]
$$

(3)

in the 1996 WIPP PA, where $n$ is the number of drilling intrusions, $t_i$ is the time (yr) of the $i$th intrusion, $l_i$ designates the location of the $i$th intrusion, $e_i$ designates the penetration of an excavated or nonexcavated area by the $i$th intrusion, $b_i$ designates whether or not the $i$th intrusion penetrates pressurized brine in the Castile Formation, $p_i$ designates the plugging procedure used with the $i$th intrusion (i.e., continuous plug, two discrete plugs, three discrete plugs), $a_i$ designates the type of waste penetrated by the $i$th intrusion (i.e., no waste, contact-handled (CH) waste, remote-handled (RH) waste), and $t_{\text{min}}$ is the time (yr) at which potash mining occurs. A full characterization of $(S_{st}, S_{st}, p_{st})$ then results from the definition of a probability distribution for each element of $x_{st}$ [14, ch. 3].

The entity EN2 is the outcome of the model development process for the WIPP and provides a way to estimate radionuclide releases to the accessible environment (i.e., values for $Q_i$, and hence $R$, in Eq. (1)) for the different futures (i.e., elements $x_{st}$ of $S_{st}$) that could occur at the WIPP. Estimation of environmental releases corresponds to evaluation of the function $f$ in Fig. 2. Release mechanisms associated with $f$ include direct removal to the surface at the time of a drilling intrusion (i.e., cuttings, spallings, direct brine flow) and release subsequent to a drilling intrusion due to brine flow up a borehole with a degraded plug (i.e., groundwater transport). The primary computational models in the 1996 WIPP PA are illustrated in Fig. 3 and described in more detail in Table 1. Most of these models involve the numerical solution of partial differential equations used to represent material deformation, fluid flow or radionuclide transport. It is the models in Fig. 3 that actually define the function $f$ in Fig. 2; a detailed description of these models is given in ch. 3 of [14].

As indicated in Fig. 2, the CCDF specified in 191.13(a) can be formally defined by an integral of $f$ over $S_{st}$. In practice, this CCDF is never obtained by direct evaluation of an integral due to the complexity of $f$.
Table 1
Summary of computer models used in the 1996 WIPP PA [15, Table 1]

<table>
<thead>
<tr>
<th>Model</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>BRAGFLO</td>
<td>Calculates multiphase flow of gas and brine through a porous, heterogeneous reservoir. Uses finite difference procedures to solve system of nonlinear partial differential equations that describes the mass conservation of gas and brine along with appropriate constraint equations, initial conditions and boundary conditions. Additional information: [35]; [14, Section 4.2].</td>
</tr>
<tr>
<td>BRAGFLO_DBR</td>
<td>Special configuration of BRAGFLO model used in calculation of dissolved radionuclide releases to the surface (i.e., direct brine releases) at the time of a drilling intrusion. Uses initial value conditions obtained from calculations performed with BRAGFLO. Outside reviewers expressed concern over the spallings model incorporated into CUTTINGS_S but additional study indicated that the model was unlikely to have overestimated the size of the spallings release [37]. Additional information: [14, Sections 4.2, 4.7].</td>
</tr>
<tr>
<td>CUTTINGS_S</td>
<td>Calculates the quantity of radioactive material brought to the surface in cuttings and cavings and also in spallings generated by an exploratory borehole that penetrates a waste panel, where cuttings designates material removed by the drillbit, cavings designates material eroded into the borehole due to shear stresses resulting from the circular flow of the drilling fluid (i.e., mud), and spallings designates material carried to the borehole at the time of an intrusion due to the flow of gas from the repository to the borehole. Spallings calculation uses initial value conditions obtained from calculations performed with BRAGFLO. Outside reviewers expressed concern over the spallings model incorporated into CUTTINGS_S but additional study indicated that the model was unlikely to have overestimated the size of the spallings release [37]. Additional information: [14, Sections 4.5, 4.6].</td>
</tr>
<tr>
<td>GRASP-INV</td>
<td>Generates transmissivity fields (estimates of transmissivity values) conditioned on measured transmissivity values and calibrated to steady-state and transient pressure data at well locations using an adjoint sensitivity and pilot-point technique. Additional information: [14, Sections 4.3].</td>
</tr>
<tr>
<td>NUTS</td>
<td>Solves system of partial differential equations for radionuclide transport in vicinity of repository. Uses brine volumes and flows calculated by BRAGFLO as input. Additional information: [14, Section 4.3].</td>
</tr>
<tr>
<td>PANEL</td>
<td>Calculates rate of discharge and cumulative discharge of radionuclides from a waste panel through an intruding borehole. Discharge is a function of fluid flow rate, elemental solubility and radionuclide inventory. Uses brine volumes and flows calculated by BRAGFLO as input. Based on solution of system of linear ordinary differential equations. Additional information: [14, Section 4.4].</td>
</tr>
<tr>
<td>SECOFL2D</td>
<td>Calculates single-phase Darcy flow for groundwater flow in two dimensions. The formulation is based on a single partial differential equation for hydraulic head using fully implicit time differencing. Uses transmissivity fields generated by GRASP-INV. Additional information: [14, Section 4.8].</td>
</tr>
<tr>
<td>SECOTP2D</td>
<td>Simulates transport of radionuclides in fractured porous media. Solves two partial differential equations: one provides two-dimensional representation for convective and diffusive radionuclide transport in fractures and the other provides one-dimensional representation for diffusion of radionuclides into rock matrix surrounding the fractures. Uses flow fields calculated by SECOFL2D. Additional information: [14, Section 4.9].</td>
</tr>
<tr>
<td>SANTOS</td>
<td>Solves quasistatic, large deformation, inelastic response of two-dimensional solids with finite element techniques. Used to determine porosity of waste as a function of time and cumulative gas generation, which is an input to calculations performed with BRAGFLO. Additional information: [14, Section 4.2.3].</td>
</tr>
</tbody>
</table>

and $S_a$. Rather, an approximation procedure based on importance sampling [47] or Monte Carlo (random) sampling [48] is used. The 1996 WIPP PA uses a Monte Carlo procedure. Specifically, elements $x_{a,i}$, $i = 1, 2, \ldots, nS$, are randomly sampled from $S_a$ in consistency with the definition of $(S_{st}, S_{st}, p_{st})$, where $nS$ is the sample size. Then, the integral in Fig. 2, and hence the associated CCDF, is approximated by

$$
prob(Rel > R) = \int_{S_a} \delta_R[f(x_{st})] dV_{st} \approx \frac{1}{nS} \sum_{i=1}^{nS} \delta_R[f(x_{a,i})],
$$

where $prob(Rel > R)$ is the probability that a release greater than $R$ will occur, $dV_{st}$ is the density function associated with $(S_{st}, S_{st}, p_{st})$, and the indicator function $\delta_R$ is defined by $\delta_R[f(x_{st})] = 1$ if $f(x_{st}) > R$ and 0 if $f(x_{st}) \leq R$. The models in Fig. 3 are too computationally intensive to permit their evaluation for every element $x_{a,i}$ of $S_a$ in Eq. (4). Due to this constraint, the models in Fig. 3 are evaluated for representative elements of $S_a$ and then the results of these evaluations are used in conjunction with various interpolation and algebraic procedures to construct values of $f$ for the large number of $x_{a,i}$ in Eq. (4) [14, chs. 9–13].

The entity EN3 is the outcome of the data development effort for the WIPP and provides a probabilistic
The characterization of the uncertainty in the parameters that underlie the WIPP PA. When viewed formally, EN3 is defined by a probability space \((S_{su}, S_{su}, P_{su})\), with the sample space \(S_{su}\) given by

\[
S_{su} = \{x_{su} : x_{su} \text{ is possibly the correct vector of parameter values to use in the WIPP PA}\}.
\]

The subscript 'su' refers to subjective uncertainty and is used because \((S_{su}, S_{su}, P_{su})\) is providing a probabilistic characterization of where the appropriate inputs to use in the WIPP PA are believed to be located.

The vector \(x_{su}\) has the form

\[
x_{su} = [x_1, x_2, \ldots, x_{nV}]
\]

(6)

where \(nV\) is the number of uncertain variables under consideration. Further, the probability space \((S_{su}, S_{su}, P_{su})\) is obtained by specifying a distribution

\[
D_j, \quad j = 1, 2, \ldots, nV.
\]

(7)

for each element \(x_j\) of \(x_{su}\). The preceding distributions correspond to the distributions in 194.34(b). In concept, some elements of \(x_{su}\) can affect the definition of \((S_{su}, S_{su}, P_{su})\) (e.g., the rate constant \(\lambda_j\) used to define a Poisson process that characterizes the distribution of drilling intrusion times) and other elements can relate to the models in Fig. 3 that determine the function \(f\) in Fig. 2 and Eq. (4) (e.g., radionuclide solubilities in Castile brine or alternative models for physical processes). However, all elements of \(x_{su}\) in the 1996 WIPP PA relate to the models in Fig. 3 (Table 2).

The role of uncertainty analysis in PA for the WIPP is to determine the uncertainty in the predictions of the individual models in Fig. 3 and also the uncertainty in the location of the CCDF in Fig. 2 that results from the uncertainty characterized by \((S_{su}, S_{su}, P_{su})\). Similarly, the role of sensitivity analysis is to determine the contribution of the individual variables contained in \(x_{su}\) to this uncertainty.

3. Approach to uncertainty and sensitivity analysis

The WIPP PA uses an approach to uncertainty and sensitivity analysis based on Monte Carlo procedures [49]. Specifically, a sample

\[
x_{su,k} = [x_{1,k}, x_{2,k}, \ldots, x_{nV,k}], \quad k = 1, 2, \ldots, nK
\]

(8)

is generated from \(S_{su}\) in consistency with the definition of \((S_{su}, S_{su}, P_{su})\), where \(nK\) is the sample size. Both the models in Fig. 3 and the CCDF in Fig. 2 are evaluated for the individual elements \(x_{su,k}\) of this sample.

The indicated model and CCDF evaluations for the sample elements \(x_{su,k}\) in Eq. (8) create a mapping from analysis input to analysis results. When an appropriate probabilistic procedure has been used to select the sample elements \(x_{su,k}\), distributions can be constructed for individual model results and also for the CCDF specified in 191.13(a). Given that \((S_{su}, S_{su}, P_{su})\) is providing a characterization of the subjective, or state of knowledge, uncertainty in the inputs to the analysis, the resultant distributions are providing a characterization for the corresponding uncertainty in the results of the analysis. Further, the pairing

\[
[x_{su,k}, g(x_{su,k})], \quad k = 1, 2, \ldots, nK.
\]

(9)

of sample elements \(x_{su,k}\) and analysis results of interest \(g(x_{su,k})\) creates a mapping from analysis input to analysis results that can be explored with various sensitivity analysis procedures such as examination of scatterplots, stepwise regression analysis and partial correlation analysis [49].

As already indicated, the 1996 WIPP PA uses random sampling from \((S_{su}, S_{su}, P_{su})\) in the generation of the CCDF specified in 191.13(a). The use of random sampling is possible because a relatively small number of mechanistic results is used in the construction of the releases represented by \(f(x_{su})\) in Eq. (4). However, the
Table 2
Example elements of \( \chi_{su} \) in the 1996 WIPP PA (see [14, Table 5.1] and [16, Appendix PAR] for a complete listing of the \( nV = 57 \) elements of \( \chi_{su} \) and sources of additional information)

<table>
<thead>
<tr>
<th>Element</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANHBCVG</td>
<td>Pointer variable for selection of relative permeability model for use in anhydrite. Used in BRAGFLO. Distribution: Discrete with 60% 0, 40% 1. Value of 0 implies Brooks-Corey model; value of 1 implies van Genuchten-Parker model.</td>
</tr>
<tr>
<td>ANHPRM</td>
<td>Logarithm of anhydrite permeability (m²). Used in BRAGFLO. Distribution: Student’s t-distribution with 5 degrees of freedom. Range: -21.0 to -17.1 (i.e., permeability range is ( 1 \times 10^{-21} ) to ( 1 \times 10^{-17.1} ) m²). Mean: -18.9, -18.9. Correlation: -0.99 rank correlation with ANHCOMP (Bulk compressibility of anhydrite, Pa⁻¹).</td>
</tr>
<tr>
<td>BHPRM</td>
<td>Logarithm of borehole permeability (m²). Used in BRAGFLO. Distribution: Uniform. Range: -14 to -11 (i.e., permeability range is ( 1 \times 10^{-14} ) to ( 1 \times 10^{-11} ) m²). Mean: -12.5, -12.5.</td>
</tr>
<tr>
<td>BPCOMP</td>
<td>Logarithm of bulk compressibility of brine pocket (Pa⁻¹). Used in BRAGFLO. Distribution: Triangular. Range: -11.3 to -8.00 (i.e., bulk compressibility range is ( 1 \times 10^{-11.3} ) to ( 1 \times 10^{-8} ) Pa⁻¹). Mean: -9.80, -10.0. Correlation: -0.75 rank correlation with BPPRM (Logarithm of brine pocket permeability, m²).</td>
</tr>
<tr>
<td>BPINTPRS</td>
<td>Initial pressure in brine pocket (Pa). Used in BRAGFLO. Distribution: Triangular. Range: ( 1.11 \times 10^7 ) to ( 1.70 \times 10^7 ) Pa. Mean: ( 1.36 \times 10^7 ) Pa, ( 1.27 \times 10^7 ) Pa.</td>
</tr>
<tr>
<td>CFCRSP</td>
<td>Culebra fracture spacing (m). Used in SECOTP2D. Equal to half the distance between fractures. Distribution: Uniform. Range: 0.05 to 0.5 m. Mean: 0.275 m, 0.275 m.</td>
</tr>
<tr>
<td>CMATRD</td>
<td>Culebra matrix retardation for uranium (dimensionless). Defined as function of other uncertain variables. Used in SECOTP2D. Not a sampled variable.</td>
</tr>
<tr>
<td>CVEL</td>
<td>Norm of Culebra fluid velocity vector calculated by SECOFL2D (m/s). Defined as function of other uncertain variables. Representative of fluid velocity used in SECOTP2D. Not a sampled variable.</td>
</tr>
<tr>
<td>HALPOR</td>
<td>Initial value for halite porosity (dimensionless). Used in BRAGFLO. Distribution: Piecewise uniform. Range: ( 1.0 \times 10^{-7} ) to ( 3 \times 10^{-5} ). Mean: ( 1.28 \times 10^{-5} ).</td>
</tr>
<tr>
<td>HALPRM</td>
<td>Logarithm of halite permeability (m²). Used in BRAGFLO. Distribution: Uniform. Range: -24 to -21 (i.e., permeability range is ( 1 \times 10^{-24} ) to ( 1 \times 10^{-21} ) m²). Mean: -22.5, -22.5. Correlation: -0.99 rank correlation with HALCOMP (Bulk compressibility of halite, Pa⁻¹).</td>
</tr>
<tr>
<td>WASTWICK</td>
<td>Increase in brine saturation of waste due to capillary forces (dimensionless). Used in BRAGFLO. Distribution: Uniform. Range: 0 to 1. Mean: 0.5, 0.5.</td>
</tr>
<tr>
<td>WGRCOR</td>
<td>Corrosion rate for steel under inundated conditions in the absence of CO₂ (m/s). Used in BRAGFLO. Distribution: Uniform. Range: ( 1.58 \times 10^{-14} ) m/s. Mean: ( 7.94 \times 10^{-15} ) m/s, ( 7.94 \times 10^{-15} ) m/s.</td>
</tr>
<tr>
<td>WMICDFLG</td>
<td>Pointer variable for microbial degradation of cellulose. Used in BRAGFLO. Distribution: Discrete, with 50% 0, 25% 1, 25% 2. WMICDFLG = 0, 1, 2 implies no microbial degradation of cellulose, microbial degradation of only cellulose, microbial degradation of only cellulose, microbial degradation of cellulose, plastic and rubber.</td>
</tr>
<tr>
<td>WPRTDIAM</td>
<td>Waste particle diameter (m). Used in CUTTINGS.S. Distribution: Loguniform. Range: ( 4.0 \times 10^{-5} ) to ( 2.0 \times 10^{-1} ) m. Mean: ( 2.35 \times 10^{-2} ) m, ( 2.80 \times 10^{-2} ) m.</td>
</tr>
<tr>
<td>WRBRNAT</td>
<td>Residual brine saturation in waste (dimensionless). Used in BRAGFLO and BRAGFLO.DBR. Distribution: Uniform. Range: 0 to 0.552. Mean: 0.276, 0.276.</td>
</tr>
<tr>
<td>WTAUF</td>
<td>Shear strength of waste (Pa). Used in CUTTINGS.S. Distribution: Uniform. Range: 0.05 to 10 Pa. Mean: 5.03 Pa, 5.03 Pa.</td>
</tr>
</tbody>
</table>

Sample elements \( x_{su,k} \) in Eq. (8) are used directly as input to these mechanistic models; further, a complete CCDF construction is carried out for each \( x_{su,k} \). Thus, it is important to use an efficient sampling technique in the generation of the \( x_{su,k} \). As a result, Latin hypercube sampling [50] was selected for use because of its efficient stratification properties and the observed stability of results obtained with relatively small sample sizes in past analyses that involved a separation of stochastic and subjective uncertainty [51,52]. Further, because Latin hypercube sampling is a probabilistically-based sampling technique, direct estimates of distribution functions are obtained. Specifically, each sample element can be given a weight equal to the reciprocal of the sample size, \( 1/nK \), for use in the estimation of distribution functions [50]; in addition, procedures exist to determine the effects of changed distribution assumptions without rerunning the models under consideration [53]. Various theoretical results exist that indicate that Latin hypercube sampling is superior to simple random sampling in numerical integration problems [50,54,55]. However, there is no way to assess the relative performance of the two sampling methods for a specific, complex analysis problem except by repeatedly performing the analysis.
Latin hypercube sampling operates in the following manner to generate a sample of size $n_{LHS}$ from $nV$ variables. The range of each variable (i.e., the $x_j$ in Eq. (6)) is divided into $n_{LHS}$ intervals of equal probability and one value is selected at random from each interval. The $n_{LHS}$ values thus obtained for $x_1$ are paired at random with the $n_{LHS}$ values obtained for $x_2$. These $n_{LHS}$ pairs are combined in a random manner with the $n_{LHS}$ values of $x_3$ to form $n_{LHS}$ triples. This process is continued until a set of $n_{LHS}$ $nV$-tuples is formed. These $nV$-tuples are of the form

$$x_i = [x_{i1}, x_{i2}, \ldots, x_{inV}], \quad i = 1, \ldots, n_{LHS},$$

and constitute the Latin hypercube sample (LHS). The individual $x_j$ must be independent for the preceding construction procedure to work; however, a method for generating LHSs from correlated variables has been developed by Iman and Conover [57,58].

An LHS from two variables is illustrated in Fig. 4. As examination of this figure shows, Latin hypercube sampling results in a dense stratification across the range of each variable (i.e., there is one value from each equal probability interval), which is consistent with the requirement in 194.34(c) for sampling across the entire range of each variable.

Given that Latin hypercube sampling is to be used, the confidence intervals required in 194.34(f) can be obtained with a replicated sampling technique proposed by R.L. Iman ([59]; [15, Section 2.4]). In this technique, the LHS indicated in Eq. (10) is repeatedly generated with different random seeds. These samples lead to a sequence $\overline{P}_r(R), r = 1, 2, \ldots, nR$, of estimated mean exceedence probabilities, where $\overline{P}_r(R)$ defines the mean CCDF obtained for sample $r$ (i.e., $\overline{P}_r(R)$ is the mean probability that a normalized release of size $R$ will be exceeded, with this mean taken over the $n_{LHS}$ exceedance probabilities for $R$ obtained from the $r$th replicated sample) and $nR$ is the number of independent LHSs generated with different random seeds. Then,

$$\overline{P}(R) = \frac{\sum_{r=1}^{nR} \overline{P}_r(R)}{nR}$$

and
### Table 3
Example rank correlations in the LHS that constitutes replicate R1

<table>
<thead>
<tr>
<th></th>
<th>WGRCOR</th>
<th>WMICDFLG</th>
<th>HALCOMP</th>
<th>HALPRM</th>
<th>ANHCOMP</th>
<th>ANHPRM</th>
<th>BPCOMP</th>
<th>BPPRM</th>
</tr>
</thead>
<tbody>
<tr>
<td>WGRCOR</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WMICDFLG</td>
<td>0.0198</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HALCOMP</td>
<td>0.0011</td>
<td>0.0235</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HALPRM</td>
<td>-0.0068</td>
<td>-0.0212</td>
<td>-0.9879</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ANHCOMP</td>
<td>0.0080</td>
<td>0.0336</td>
<td>-0.0123</td>
<td>-0.0025</td>
<td>1.0000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ANHPRM</td>
<td>0.0049</td>
<td>-0.0183</td>
<td>0.0037</td>
<td>0.0113</td>
<td>-0.9827</td>
<td>1.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BPCOMP</td>
<td>0.0242</td>
<td>0.1071</td>
<td>-0.0121</td>
<td>0.0057</td>
<td>-0.0184</td>
<td>0.0078</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>BPPRM</td>
<td>-0.0514</td>
<td>-0.0342</td>
<td>0.0035</td>
<td>0.0097</td>
<td>0.0283</td>
<td>-0.0202</td>
<td>-0.7401</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

\[
SE(R) = \left\{ \sum_{r=1}^{nR} (\bar{P}_r(R) - \bar{P}(R))^2 / nR(nR - 1) \right\}^{1/2}
\]

provide an additional estimate of the mean CCDF and an estimate of the standard error associated with the mean exceedance probabilities. The \(t\)-distribution with \(nR - 1\) degrees of freedom can be used to place confidence intervals around the mean exceedance probabilities for individual \(R\) values (i.e., around \(\bar{P}_r(R)\)). Specifically, the \(1 - \alpha\) confidence interval is given by \(\bar{P}_r(R) \pm t_{1-\alpha/2}SE(R)\), where \(t_{1-\alpha/2}\) is the \(1 - \alpha/2\) quantile of the \(t\)-distribution with \(nR - 1\) degrees of freedom (e.g., \(t_{0.975} = 4.303\) for \(\alpha = 0.05\) and \(nR = 3\)).

The requirement in 194.34(d) implies the use of a sample with at least 298 elements (i.e., \(1 - 0.99^9 > 0.95\) yields \(n = 298\)). Thus, to satisfy both 194.34(f) and 194.34(d), the 1996 WIPP PA used \(nR = 3\) replicated LHSSs of size \(nLHS = 100\) each, with these replicated samples denoted by \(R_1\), \(R_2\) and \(R_3\). This produced a total of 300 observations, which is approximately the same as the sample size of 298 indicated above. Each sample was generated with the restricted pairing technique developed by Iman and Conover [57,58] to induce specified rank correlations between correlated variables and also to assure that uncorrelated variables had correlations close to zero (Table 3).

Once the indicated LHSSs were generated, calculations were performed with the models in Fig. 2 for the individual sample elements (Table 4). The guiding principle in the selection of the calculations to be performed was to avoid the unnecessary proliferation of computationally demanding calculations by identifying situations where (1) a single computationally demanding calculation could be used to supply input to several less demanding calculations, (2) mathematical properties of the models could be used to extend the results of a single calculation to many different situations, or (3) a relatively inexpensive screening calculation could be used to determine if a more detailed, and hence more expensive, calculation was needed ([15, Section 2.4]: [14, chs. 9-12]).

### 4. Uncertainty and sensitivity analysis for individual models

As indicated in Table 4, many distinct cases exist for which uncertainty and sensitivity analysis results can be obtained for individual models. For example, 6 cases exist for BRAGFLO, with calculations having been performed with the same 300 LHSS elements for each case. In each of these cases, the uncertainty is due solely to subjective uncertainty as characterized by \((S_{tu}, S_{sa}, \rho_{sa})\). In particular, the effects of stochastic uncertainty as characterized by \((S_{st}, S_{st}, \rho_{st})\) do not enter into the analysis until the results of individual models are used in the construction of CCDFs. Example uncertainty and sensitivity analysis results for individual models follow; more detailed results are available in Helton et al. [14].
The BRAGFLO model (Fig. 3, Table 1) is used to represent two-phase (i.e., gas and brine) flow in the vicinity of the repository. An important result calculated by BRAGFLO is the pressure in a waste panel as a function of time (Fig. 5a), with this pressure influencing spallings and direct brine releases, which are releases directly to the surface at the time of a drilling intrusion, and also radionuclide transport away from the repository in anhydrite marker beds. The spread in the curves in Fig. 5a is due to the effects of imprecisely-known inputs to the analysis (i.e., subjective uncertainty). One way to identify the variables that are dominating the uncertainty is to calculate partial rank correlation coefficients (PRCCs) between pressures at individual times and the variables in the LHS (Fig. 5b), with WMICDFL (pointer variable for microbial degradation of cellulose), WGRCOR (corrosion rate for steel under inundated conditions in the absence of CO₂), WASTWICK (increase in brine saturation of waste due to capillary forces) and HALPOR (initial value for halite porosity) being identified as the dominant variables (see Table 2 for variable descriptions). The positive effects indicated for these variables result because increasing WMICDFL increases gas generation by microbial processes, increasing WGRCOR increases the rate at which gas is generated by the corrosion of steel, and increasing WASTWICK and HALPOR increases the amount of brine available for consumption in the corrosion process.

The analysis was performed with 3 replicated LHSs (i.e., R1, R2, R3) to provide a basis for testing the stability of results obtained by sampling from \( (S_{w}, S_{w}, P_{w}) \). For time-dependent results such as the pressure curves in Fig. 5a, such tests can be based on the similarity of mean and percentile curves obtained from the individual replicates and constructed in the following manner. At each point on the abscissa in Fig. 5a, a vertical line is drawn through the \( nLHS = 100 \) curves above this point. The points at which the indicated vertical line

### Table 4

Mechanistic calculations performed as part of the uncertainty and sensitivity analyses in the 1996 WIPP PA

<table>
<thead>
<tr>
<th>Calculation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>INDIVIDUAL</td>
<td>Individual Calculations (6 cases): E0 (i.e., undisturbed conditions); E1 at 350, 1000 yr (i.e., drilling intrusion through repository that penetrates pressurized brine in the Castile Fm); E2 at 350, 1000 yr (i.e., drilling intrusion through repository that does not penetrate pressurized brine in the Castile Fm); E2E1 with E2 intrusion at 800 yr and E1 intrusion at 2000 yr. Total calculations: 6 ( nR nLHS = 6 \times 3 \times 100 = 1800 ).</td>
</tr>
<tr>
<td>CUTTINGS.S</td>
<td>Individual Calculations (52 cases): Intrusion into lower waste panel in previously unintruded (i.e., E0 conditions) repository at 100, 350, 1000, 3000, 5000, 10000 yr; Intrusion into upper waste panel in previously unintruded repository at 100, 350, 1000, 3000, 5000, 10000 yr; Initial E1 intrusion at 350 yr followed by a second intrusion into the same waste panel at 550, 750, 2000, 4000 or 10000 yr; Initial E1 intrusion at 350 yr followed by a second intrusion into a different waste panel at 550, 750, 2000, 4000 or 10000 yr; Initial E1 intrusion at 1000 yr followed by a second intrusion into the same waste panel at 1200, 1400, 3000, 5000 or 10000 yr; Initial E1 intrusion at 1000 yr followed by a second intrusion into a different waste panel at 1200, 1400, 3000, 5000 or 10000 yr; same 23 cases for initial E2 intrusions as for initial E1 intrusions. Total calculations: 52 ( nR nLHS = 52 \times 3 \times 100 = 15600 ).</td>
</tr>
<tr>
<td>BRAGFLO</td>
<td>Same computational cases as for CUTTINGS.S.</td>
</tr>
<tr>
<td>NUTS</td>
<td>Individual Calculations (15 cases): E0; E1 at 100, 350, 1000, 3000, 5000, 7000, 9000 yr; E2 at 100, 350, 1000, 3000, 5000, 7000, 9000 yr. Screening calculations: 5 ( nR nLHS = 1500 ). Total NUTS calculations: 594. Note: Screening calculations were initially performed for each LHS element (i.e., E0, E1 at 350 and 1000 yr, E2 at 350 and 1000 yr, which produces the multiplier of 5 in the calculation of the number of screening calculations) to determine if the potential for a radionuclide release existed, with a full NUTS calculation only being performed when such a potential existed.</td>
</tr>
<tr>
<td>PANEL</td>
<td>Individual Calculations (7 cases): E2E1 at 100, 350, 1000, 2000, 4000, 6000, 9000 yr. Total calculations: 7 ( nR nLHS = 7 \times 3 \times 100 = 2100 ). Note: Additional PANEL calculations were also performed at 100, 125, 175, 350, 1000, 3000, 5000, 7500 and 10000 yr for Salado-dominated brines and also for Castile-dominated brines to determine dissolved radionuclide concentrations for use in the determination of direct brine releases.</td>
</tr>
<tr>
<td>SECOFL2D</td>
<td>Individual Calculations (2 cases): Partially mined conditions in vicinity of repository; Fully mined conditions in vicinity of repository. Total calculations: 2 ( nR nLHS = 2 \times 3 \times 100 = 600 ).</td>
</tr>
<tr>
<td>SECTP2D</td>
<td>Individual Calculations (2 cases): Partially mined conditions in vicinity of repository; Fully mined conditions in vicinity of repository. Total calculations: 2 ( nR nLHS = 2 \times 3 \times 100 = 600 ). Note: Each calculation is for four radionuclides: Am-241, Pu-239, Th-230, U-234. Further, calculations are done for unit releases at time 0 yr, which can then be used to construct transport results for the Culebra for arbitrary time-dependent release rates into the Culebra [14, Section 12.2].</td>
</tr>
</tbody>
</table>
crosses the curves yields \( nLHS \) pressures from which the mean and various percentiles (e.g., 10%, 50%, 90%) can be determined. The desired mean and percentile curves then result from connecting the mean and percentile values obtained for individual times. In concept, the determination of mean and percentile values can be viewed as an integration problem involving \((S_u, S_w, p_{uw})\) [60]. The resultant mean and percentile curves were quite stable for both the pressure curves in Fig. 5a (Fig. 6) and other analysis outcomes. If desired, the procedures indicated in Eqs. (11) and (12) can be used to provide a formal characterization of the uncertainty associated with the estimates of the individual curves in Fig. 6.

The results in Fig. 5 are for undisturbed conditions. An important event in the 1996 WIPP PA is the occurrence of a drilling intrusion into the repository, which causes a major alteration of the pressure conditions (Fig. 7a). Although PRCCs and also stepwise regression analysis were successful in identifying the variables giving rise to the uncertainty in Fig. 5a, they performed very poorly for the pressure results in Fig. 7a. When this occurs, the examination of scatterplots is often an effective way to identify influential variables, with a strong but highly nonlinear relationship being identified between pressure after a drilling intrusion and \( BHPRM \) (logarithm of...
Fig. 7. Uncertainty and sensitivity analysis results for pressure (Pa) in waste panel after a drilling intrusion at 1000 yr that does not penetrate pressurized brine in the Castile Formation (i.e., an E2 intrusion): (a) time-dependent pressures for 100 LHS elements in replicate R1, and (b) scatterplot for pressure at 10000 yr versus BHPRM for 300 LHS elements in replicates R1, R2 and R3.

borehole permeability) (Fig. 7b). The complex pattern involving pressure and BHPRM results from the role that BHPRM plays in influencing two-phase flow in the borehole, with gas flowing up the borehole and brine typically flowing down the borehole.

The NUTS and PANEL models (Fig. 3, Table 1) are used to represent long-term radionuclide transport away from the repository due to flowing groundwater. The NUTS model was used for undisturbed (i.e., E0) conditions, single drilling intrusions that penetrate pressurized brine in the Castile Formation (i.e., E1 intrusions), and single drilling intrusions that do not penetrate pressurized brine in the Castile Formation (i.e., E2 intrusions). The PANEL model was used for the penetration of a waste panel by two or more drilling intrusions, of which at least one penetrates pressurized brine in the Castile Formation (i.e., an E2E1 intrusion). Most sample elements resulted in little or no radionuclide release being predicted by NUTS and PANEL due to failure of the repository to fill with brine, with the greatest number of releases occurring for the E2E1 intrusions. A single example of uncertainty and sensitivity analysis results for long-term radionuclide release from the repository is given in Fig. 8. The box plots in Fig. 8a provide a compact way to display the uncertainty in a number of variables in a single plot frame. The variable BHPRM dominates radionuclide release, with no releases typically occurring for small values of BHPRM due to a failure of the intruded waste panel to fill with brine (Fig. 8b).

The SECOFL2D and SECOTP2D models (Fig. 3, Table 1) are used to represent brine flow and radionuclide transport, respectively, in the Culebra Dolomite. In the 1996 WIPP PA, only one sample element had the potential for radionuclide transport from the repository to the accessible environment. However, no releases to the Culebra occurred for this sample element. Thus, no release to the accessible environment due to transport through the Culebra occurred in the calculations performed to support the 1996 WIPP PA. To provide perspective on the processes affecting radionuclide transport in the Culebra, an additional set of calculations was performed for replicate R1 for a release of 1 kg of U-234 at the repository at time 0 yr and the transport of this release in the near vicinity of the repository (i.e., within a few 10s of meters) (Fig. 9), with U-234 selected for consideration because it is the least retarded (i.e., has the lowest \( k_d \) values) of the radionuclides whose transport in the Culebra was modeled in the 1996 WIPP PA. The release was rapidly attenuated (Fig. 9a), with the dominant variables being CMATRDU (Culebra matrix retardation for uranium), CVEL (norm of fluid velocity vector calculated by SECOFL2D) and CFRCS (Culebra fracture spacing) (Fig. 9b). Specifically, CMATRDU
characterizes the effects of sorption in the rock matrix; \textit{CVEL} characterizes fluid velocity in fractures in the vicinity of the release point for the \textit{U-234}, and \textit{CFRCSP} affects the amount of diffusion that takes place from fractures into the surrounding rock matrix. A transport distance of only 10 m is used in Fig. 9 because the amount of cumulative transport decreases rapidly as distance increases; indeed, most of the 100 cumulative transport curves in Fig. 9a lie close to or on the abscissa.
5. Uncertainty and sensitivity analysis for CCDFs

Although a number of different release pathways to the accessible environment were considered in the 1996 WIPP PA, only the direct release pathways (i.e., cuttings and cavings, spallings, direct brine release) produced nonzero releases. As a result, the function \( f \) in Eq. (4) has the form

\[
\begin{align*}
    f(x_{st}) &= f_C(x_{st}) + f_{SP}(x_{st}, f_{BR}(x_{st})) + f_{DBR}(x_{st}, f_{SP}, f_{BR}(x_{st}), f_{BR}(x_{st})],
\end{align*}
\]

(13)

where (i) \( f_C(x_{st}) \sim \) cuttings and cavings release to accessible environment for \( x_{st} \) calculated with CUTTINGS.S, (ii) \( f_{BR}(x_{st}) \sim \) results calculated for \( x_{st} \) with BRAGFLO (in practice, \( f_{BR}(x_{st}) \) is a vector containing a large amount of information), (iii) \( f_{SP}(x_{st}, f_{BR}(x_{st})) \sim \) spallings release to accessible environment for \( x_{st} \) calculated with the spallings model contained in CUTTINGS.S (this calculation requires BRAGFLO results (i.e., \( f_{BR}(x_{st}) \)) as input), and (iv) \( f_{DBR}(x_{st}, f_{SP}(x_{st}, f_{BR}(x_{st})), f_{BR}(x_{st})) \sim \) direct brine release to accessible environment for \( x_{st} \) calculated with a modified version of BRAGFLO designated BRAGFLO_DBR (this calculation requires spallings results obtained from CUTTINGS.S (i.e., \( f_{SP}(x_{st}, f_{BR}(x_{st})) \)) and BRAGFLO results (i.e., \( f_{BR}(x_{st}) \)) as input).

As indicated in Eq. (4), random sampling of \( x_{st} \) from \( (S_{st}, S_{st}, \mu_{st}) \) can be used to construct the CCDF in Fig. 2. Further, \( f_C, f_{SP} \) and \( f_{DBR} \) can also be used to obtain the CCDFs for cuttings and cavings, spallings and direct brine releases, respectively. The evaluation of \( f_C, f_{SP} \) and \( f_{DBR} \), and hence the evaluation of \( f \), also depends on the value of \( x_{st} \). As a result, Eq. (4) actually has the form

\[
\begin{align*}
    \text{prob}(\text{Rel} > R|x_{st}) &= \int \delta_R[f(x_{st}, x_{st})] d\mu_{st} = \sum_{i=1}^{n_S} \delta_R[f(x_{st,i}, x_{st})]/n_S, \quad (14)
\end{align*}
\]

although there is no dependence of \( d\mu_{st} \) on \( x_{st} \) in the 1996 WIPP PA (i.e., \( d\mu_{st}(x_{st}) = d\mu_{st}(x_{st}) \)). However, such dependence is possible and, indeed, was implemented in certain verification analyses associated with the 1996 WIPP PA carried out by SNL for the EPA [61].

The uncertainty associated with \( x_{st} \), and characterized by \( (S_{st}, S_{st}, \mu_{st}) \), leads to a distribution of CCDFs for \( f_C, f_{SP}, f_{DBR} \) and \( f \). These distributions can be approximated by constructing CCDFs for each element \( x_{st,i} \) in the three replicated LHSs, with the outcomes of this construction shown in Fig. 10 for replicate R1. Each CCDF in Fig. 10 is constructed from model results (i.e., evaluations of \( f_C, f_{SP}, f_{DBR} \)) associated with one LHS element in R1. The details of the procedures used to obtain values of \( f(x_{st,i}, x_{st}) \) from the results indicated in Table 4 are described in [14].

The distributions of CCDFs in Fig. 10 exhibit the effects of subjective uncertainty. As such, these distributions provide a characterization of where the CCDF for each release mode is believed to be located given the information available for use in the 1996 WIPP PA. The locations of the CCDFs for the spallings release (Fig. 10b) and direct brine release (Fig. 10c) are more uncertain than the location of the CCDF for the cuttings release (Fig. 10a). However, as the cuttings release tends to be larger than the spallings and direct brine releases, the uncertainty in the total release (Fig. 10d) is dominated by the uncertainty in the cuttings release (i.e., the distribution of CCDFs for total release is similar to, but not identical to, the distribution of CCDFs for cuttings release).

As discussed in conjunction with Fig. 5, the distributions of CCDFs in Fig. 10 can be summarized with mean and percentile curves. As an example, the mean and percentile curves for the distribution of total release CCDFs (Fig. 10d) appears in Fig. 11. The proximity of the distribution of the CCDFs to the boundary line associated with 191.13(a) provides an indication of the confidence that the regulation will indeed be met. The 90th percentile curve, or some other percentile curve, helps provide a numerical indication of where the distribution of CCDFs is located relative to the boundary line.

The mean and percentile curves associated with the three replicated samples R1, R2 and R3 can be used to obtain an indication of how stable the estimates of the CCDFs in Fig. 10 are. In particular, the three estimates
Fig. 10. Distributions of CCDFs resulting from subjective uncertainty and obtained with replicate R1 for the following release modes: (a) cuttings and cavings, (b) spallings, (c) direct brine release, and (d) total (i.e., cuttings, spallings, direct brine) [15, Figs. 6, 9]. The statements in frames (b) and (c) that observations are off-scale means that the largest normalized release for each of these observations is less than $10^{-5}$ EPA units, with the largest release for each of these observations typically being zero.

of these curves for a particular release mode (i.e., one set of estimates for each replicate) can be plotted on the same plot frame. When the corresponding curves fall close together, an indication is given that the sample size in use (i.e., $nLHS = 100$ in this analysis) is adequate. For the cuttings, spallings and total releases, the individual mean and percentile curves for the three replicates are so similar that they almost fall on top of each other. Slightly more variation across the replicates occurs for the direct brine release (Fig. 12). However, even here the individual curves are actually quite close together, particularly given that approximately half the sample elements in each replicate have no direct releases and thus produce degenerate CCDFs (i.e., CCDFs for which there is a probability of 0 of exceeding a release of 0). Thus, the distributions of CCDFs in the 1996 WIPP are adequately estimated for comparison with the boundary line specified in 191.13(a) with an LHS of size 100.
Some readers may be surprised by the mean CCDFs in Figs. 11 and 12 that cross the 90th percentile curves. Such behavior occurs for highly skewed distributions in which the mean is dominated by large but low-probability values. Such distributions are actually fairly common in the final results of PAs in which many of the input variables are assigned distributions characterizing epistemic uncertainty that span multiple orders of magnitude. Further, the use of sampling-based procedures to estimate mean CCDFs will always produce a point at which the mean CCDF moves above the 90th percentile curve when 90% of the individual CCDFs have dropped to a value of zero on the abscissa. Due to the distortions caused by large but low-probability results, a mean CCDF may provide a rather poor summary of the information contained in a distribution of CCDFs.

Sensitivity analysis can be used to identify the variables contained in $x_{st}$ that give rise to the distributions of CCDFs in Fig. 10. One way to do this is to reduce each CCDF to an expected value by the calculation

$$E(f|x_{su,k}) = \int \int f(x_{st}, x_{su,k}) dV_{st} = \sum_{i=1}^{nS} f(x_{st,i}, x_{su,k}) / nS,$$

where $E(f|x_{su,k})$ denotes the expected value of $f$ given $x_{su,k}$. Then, regression analysis can be used to determine how the elements of $x_{st}$ affect $E(f|x_{su})$. The expected values for $fC$, $fSP$ and $fDBR$ can also be defined and analyzed in a similar manner.

In regression-based sensitivity analyses, variable importance is indicated by the order in which variables enter the regression model, the changes in $R^2$ values that occur as variables enter the regression model, and the size of the standardized regression coefficients for the variables in the model [49]. Regression analyses were tried with both raw and rank-transformed data, with rank-transformed data producing more informative results (i.e., regression models that identified more of the physically-relevant variables and had higher $R^2$ values than was the case for raw data). Thus, only results obtained with rank-transformed data will be discussed.

For the cuttings and cavings release CCDFs, the expected release was completely dominated by WTAUFAIL (shear strength of waste), with the corresponding rank regression model having an $R^2$ value of essentially 1.00. More complex patterns occur for the spallings, direct brine and total release CCDFs (Table 5). The spallings release is sensitive to the pressure in the repository. The variables WMICDFLG, HALPOR, WGRCOR, HALPRM and ANHPRM appear in the regression model with positive regression coefficients because increasing...
Table 5
Stepwise regression analysis with rank-transformed data for expected normalized release associated with individual CCDFs for spallings release, direct brine release, and total release

<table>
<thead>
<tr>
<th>Step</th>
<th>Spallings release</th>
<th>Direct brine release</th>
<th>Total release</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Variable</td>
<td>SRRC</td>
<td>$R^2$</td>
</tr>
<tr>
<td>1</td>
<td>WMICDFLG</td>
<td>0.72</td>
<td>0.53</td>
</tr>
<tr>
<td>2</td>
<td>HALPOR</td>
<td>0.26</td>
<td>0.60</td>
</tr>
<tr>
<td>3</td>
<td>WGRCOR</td>
<td>0.24</td>
<td>0.66</td>
</tr>
<tr>
<td>4</td>
<td>BHPRM</td>
<td>-0.20</td>
<td>0.70</td>
</tr>
<tr>
<td>5</td>
<td>WPRTDIAM</td>
<td>-0.19</td>
<td>0.73</td>
</tr>
<tr>
<td>6</td>
<td>HALPRM</td>
<td>0.13</td>
<td>0.75</td>
</tr>
<tr>
<td>7</td>
<td>WASTWICK</td>
<td>0.11</td>
<td>0.76</td>
</tr>
<tr>
<td>8</td>
<td>ANHPRM</td>
<td>0.10</td>
<td>0.77</td>
</tr>
</tbody>
</table>

a | Steps in stepwise regression analysis.
| Variables listed in order of selection in regression analysis.
| Standardized rank regression coefficients (SRRCs) in final regression model with ANHCOMP and HALCOMP excluded from entry into regression model because of the -0.99 rank correlation within the variable pairs (ANHPRM, ANHCOMP) and (HALPRM, HALCOMP).
| Cumulative $R^2$ value with entry of each variable into regression model.

their values tends to increase pressure in the repository and thus increase the spallings release. In particular, there is a threshold value of $8 \times 10^6$ Pa in the spallings model, with no spallings releases occurring when repository pressure is below this value. The variables BHPRM and WPRTDIAM appear in the regression model with negative coefficients because increasing BHPRM reduces pressure in the repository and increasing WPRTDIAM increases particle size and thus decreases particle mobility. More detail on the physics underlying these and other results is available in [14]. Overall, the regression model is reasonably effective in accounting for the observed uncertainty, with an $R^2$ value of 0.77.

The analysis for the direct brine release is less effective, with an $R^2$ value of only 0.50 (Table 5). When regression analyses have low $R^2$ values, the examination of scatterplots is often an effective way to gain insights into the variables affecting the analysis outcome under consideration. In this example, many expected values are zero, with the nonzero values tending to be associated with small values for WRBRNSAT (waste residual brine saturation) and large values for HALPOR (Fig. 13).

For the total release CCDFs, the expected release is dominated by WMICDFLG and WTAUFAIL (Table 5), which are the dominant variables with respect to the spallings and the cuttings and cavings releases, respectively. The remaining variables selected in the analysis affect the spallings release (i.e., compare the regression results in Table 5 for spallings release and total release), which is reasonable given that the cuttings release is completely dominated by WTAUFAIL and the direct brine release makes little contribution to the total release (Fig. 10).

An alternative way to perform sensitivity analyses for distributions of CCDFs is by calculating regression coefficients or partial correlation coefficients for the exceedance probabilities associated with individual release values and then connecting these coefficients to form curves (Fig. 14). This is analogous to the analysis in Fig. 5 for time-dependent pressures except that exceedance probabilities rather than pressures are now the dependent variables. For the total release CCDFs (Fig. 10d), the two dominant variables identified in this manner are WMICDFLG and WTAUFAIL (Fig. 14), which is consistent with the regression results in Table 5.
6. Regression analysis as a procedure for sensitivity analysis

Although regression analysis is often an effective sensitivity analysis procedure for use in conjunction with a sampling-based uncertainty analysis, considerable care and judgment must be used in the interpretation of results obtained from its application. For example, the presence of two or more correlated variables in a regression model can result in regression coefficients that provide little indication of the actual effects of these variables; further, the changes in $R^2$ values as correlated variables are added to a regression model do not provide a good representation of the effects of individual variables.

In the present analysis, there were three pairs of correlated variables (i.e., $(ANHPRM, ANHCOMP)$, $(HALPRM, HALCOMP)$ and $(BHPRM, BPCOMP)$, with rank correlations of $-0.99$, $-0.99$ and $-0.75$, respectively; see Table 2), with the remaining variables assumed to be uncorrelated. These correlations were implemented with the Iman/Conover restricted pairing technique [57], with the result that correlated variables have their specified correlations and uncorrelated variables have correlations close to zero (i.e., the uncorrelated variables are orthogonal) (Table 3). The $-0.99$ rank correlations are quite strong (Fig. 15), with the result that each variable in the pairs $(ANHPRM, ANHCOMP)$ and $(HALPRM, HALCOMP)$ is effectively interchangeable for the other in a rank regression model. As this interchangeability creates instability in the sequence of regression models constructed in the stepwise process when both variables in a pair are included in the analysis (Section 7.2, [14]), only one variable from each pair (i.e., $ANHPRM$ and $HALPRM$; see footnote c, Table 5) was included as an independent variable in the construction of regression models. For the same reason, only $ANHPRM$ and $HALPRM$ were used in the calculation of PRCCs. Actually, strong correlations between sampled variables can introduce distortions in partial correlation coefficients that are more severe than those that occur in regression analyses because such correlations can result in small partial correlations between sampled variables and predicted variables (i.e., the partial correlations are small because each sampled variable removes the effect of the variable with which it is correlated).

Although the presence of correlations complicates the performance and interpretation of a sensitivity analysis, this is a problem that must be dealt with in a combined uncertainty and sensitivity analysis. In particular, ignoring correlations if they are present and involve influential variables will produce erroneous un-
Fig. 14. Sensitivity analysis based on PRCCs for CCDFs for total normalized release to the accessible environment over 10 000 yr.

Fig. 15. Scatterplot illustrating correlation within the variable pair \((\text{HALPRM, HALCOMP})\), with the sample correlation resulting from pooling the 300 observations associated with replicates R1, R2 and R3.

certainty analysis results. In the present analysis, the correlations within the pairs \((\text{ANHPRM, ANHCOMP})\) and \((\text{HALPRM, HALCOMP})\) are so strong that they could be replaced by functional relationships; this easy approach to avoiding the necessity of dealing with the effects of correlations is not possible in the presence of less strong correlations.

An additional complication in a sensitivity analysis based on regression techniques is that such an analysis is predicated on the structure of the candidate model whose coefficients are to be determined. If this candidate model is inappropriate for the patterns that exist between sampled and predicted variables, then important effects may be underestimated or missed entirely. For example, regression analyses with raw and also rank-transformed data completely missed the well-defined relationship between repository pressure and borehole permeability \((\text{BHPRM})\) in Fig. 7b (Section 8.4, [14]). Thus, the analyst must recognize situations where an initial attempt at sensitivity analysis with a regression model or some other procedure has been unsuccessful and then apply additional procedures to determine what is giving rise to the uncertainty in the analysis outcome under study.

A large analysis such as the WIPP PA will consider hundreds of predicted variables, with some of these variables selected for consideration because they are of fundamental importance to the outcome of the analysis and other variables selected for consideration as part of a verification of the correctness of the calculations. Due to the scale of such an analysis, human resources are typically not available to design and implement a custom analysis for each of the hundreds of variables to be considered. Rather, some type of screening procedure is needed that will, with a fairly high likelihood, provide satisfactory sensitivity analysis results for most variables under consideration and also identify those variables that require additional study. Stepwise regression analysis in conjunction with a sampling-based uncertainty analysis provides such a procedure. If a regression model with a reasonably high \(R^2\) value (e.g., \(\geq 0.80\)) can be produced without overfitting data (e.g., as indicated by PRESS [63] or some other criterion) and the effects indicated by the regression model are consistent with the relationships built into the model under study, then the sensitivity analysis has been successful in identifying the dominant variables with respect to the particular outcome under consideration. In contrast, a regression model with a low \(R^2\) value indicates that the variable under consideration requires additional investigation.

It is important to recognize that the goal of sensitivity analysis is to identify the variables that influence
individual analysis outcomes. In particular, the goal is usually not to develop simplified replacement models for the original model. As a result, regression models with relatively low predictive capability may adequately serve their role in sensitivity analysis if they lead the analyst to a correct identification of the important variables with respect to the particular analysis outcome under consideration. Often, two- or three-dimensional scatterplots will suffice to understand complex nonlinear relationships or patterns of interaction between two or more variables. For example, once the effect of BHPRM indicated in Fig. 7b was identified and understood, there was no need to develop a regression model or some other type of model that captured this effect, although such a development is certainly possible. Thus, although a more sophisticated replacement models can be developed, this is usually not necessary at this point in a sensitivity analysis. In particular, the goal of sensitivity analysis, which is to identify the dominant variables, will have been satisfied without the construction of such a model.

Ultimately, it is the responsibility of the analyst to explain the uncertainty in a model prediction on the basis of the model under study and the uncertainty in the inputs to that model. Regression analysis, or any other sensitivity analysis procedure, is just a tool to help the analyst develop this explanation.

Regression models with $R^2$ values close to 1 are certainly desirable in regression-based sensitivity analyses. Then, it will be known that the variables included in the regression model account for most of the uncertainty in the predicted variable under consideration. As seen in the WIPP PA and as just discussed, the construction of such regression models is sometimes difficult. An alternate approach based on the indices developed by Sobol' exists that allows a complete apportioning of the uncertainty in predicted variables to the uncertainty in individual input variables [64–66]. However, it has not been established that this approach can be successfully applied to an analysis as complex and computationally intensive as the WIPP PA.

Complex patterns such as the one illustrated in Fig. 7b can be found without resorting to regression analysis by using the chi-square statistic to test scatterplots for deviations from randomness conditional on the marginal distributions of the two variables used in the generation of each scatterplot [67,68]. However, regression models usually, though not always, select the dominant variables even though the $R^2$ values may be low. Thus, an effective screening procedure is to carry out a stepwise regression analysis and also to require a scatterplot be generated for each variable selected in the regression analysis. If the regression model has a high $R^2$ value, then it is immediately known what the dominant variables are. If the regression model does not have a high $R^2$ value, then the examination of the associated scatterplots may reveal the dominant variables. In this situation, the scatterplots would be expected to reveal either a nonlinear relationship (e.g., Fig. 7b) or an interaction involving two or more variables (e.g., Fig. 13). If the scatterplots reveal no discernible patterns, then additional investigation would be required, including checking for errors in the construction of the model or the implementation of the analysis.

The distributions indicated in Eq. (7) and partially listed in Table 2 characterize subjective uncertainty in analysis inputs, lead to a characterization of the subjective uncertainty in predicted results, and determine the mapping between model input and model results that forms the basis for regression-based sensitivity analysis. If a variable has little effect on a particular analysis outcome, then the distribution assigned to it is of little importance (unless an assigned range is so unreasonably large that it excessively magnifies the role of a variable that has a real but small effect). For variables that have substantial effects, the assigned distributions are very important with respect to the assessed uncertainty in predicted results because the uncertainty in such variables transfers through the model to the uncertainty in predicted results. However, in sensitivity analysis, the actual shape of an assigned distribution is typically less important than the range. Although counterexamples can be constructed, in practice important variables will be identified in a sensitivity regardless of the distributions assigned to them (unless the assigned range for a variable is so unreasonably small that it effectively makes the variable a constant) [52].

The author believes that, in most situations, the most effective way to develop a distribution to characterize subjective uncertainty is by defining selected quantiles for the distribution (e.g., 0.00, 0.01, 0.1, 0.25, 0.5, 0.75, 0.90, 0.99, 1.00) (Section 3.1, [49]) and assuming that the variable is uniform or loguniform between the quantiles. With this approach, the reason for defining specific quantiles can be related to information
possessed by the individual developing the distribution. In contrast, definitions based on specifying parameter values for known distribution types (e.g., normal, lognormal, beta, ...) should generally be avoided because most individuals find it difficult to relate the knowledge that they possess to the parameters that define such distributions.

7. Summary

The importance of identifying, characterizing and displaying the uncertainty in the outcomes of analyses for complex systems is now widely recognized [28]. The 1996 WIPP PA provides an example of an analysis for such a system. In particular, this analysis involves explicit treatments for both stochastic (i.e., aleatory) and subjective (i.e., epistemic) uncertainty.

Stochastic uncertainty is described by a probability space \((S_t, \mathcal{S}_t, P_t)\) that characterizes future occurrences at the WIPP. An assessment of the effects of stochastic uncertainty requires the evaluation of an integral over \(S_t\), with this integral being evaluated with Monte Carlo procedures based on simple random sampling in the 1996 WIPP PA. The individual CCDFs in Fig. 10 are examples of such evaluations.

Subjective uncertainty is described by a probability space \((S_u, \mathcal{S}_u, p_u)\) that characterizes the uncertainty in models and associated parameters required in the calculation of consequences (e.g., radionuclide releases to the accessible environment) associated with different possible future occurrences at the WIPP, with the likelihood that these occurrences will actually take place characterized by \((S_t, S_u, p_u)\). An assessment of the effects of subjective uncertainty (i.e., a determination of the uncertainty in analysis outcomes that results from subjective uncertainty) requires the evaluation of an integral over \(S_u\), with this integral being evaluated with Monte Carlo procedures based on Latin hypercube sampling in the 1996 WIPP PA. For example, the individual curves in Fig. 5a are associated with individual sample elements in an LHS, and the mean and percentile results in Fig. 6 can be expressed formally as integrals involving \((S_u, \mathcal{S}_u, p_u)\). More generally, a combined assessment of the effects of stochastic and subjective uncertainty requires the evaluation of a double integral over \(S_t\) and \(S_u\) [24,60], with the mean and percentile curves in Fig. 11 arising from such evaluations.

Uncertainty analysis results are provided in the 1996 WIPP PA by the generation of an LHS (actually, 3 replicated LHSs) from \(S_u\) and the propagation of this sample through the analysis. This procedure also provides the basis for sensitivity analysis by providing a mapping between analysis inputs and analysis results as indicated in Eq. (9). Once generated, this mapping can be explored with procedures based on examination of scatterplots, regression analysis and correlation analysis (Figs. 5a, 7b, 8b, 9b, 13, 14; Table 5). In the presence of nonlinear but monotonic relationships, the use of the rank transformation [62] often improves results obtained with regression analysis and correlation analysis. In the presence of more complex patterns, other procedures for identifying deviations from randomness are often effective [68]. In PAs for the WIPP and other complex systems, sensitivity analysis plays an important role by both identifying important variables requiring additional study and providing a powerful tool for model verification (i.e., sensitivity analysis has the capability to identify errors that could be easily overlooked in less extensive examinations of analysis results).

The present article provides a high-level overview of uncertainty and sensitivity analysis in PA for the WIPP, with special emphasis on the 1996 WIPP PA. A related review article provides a high-level overview of the conceptual and computational structure of the 1996 WIPP PA [69]. More detailed information about the 1996 WIPP PA than can be presented in either of these reviews is available in a SNL technical report [14]. Further, the 1996 WIPP CCA supported by this PA is described in Ref. [16].
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